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Introduction
Computer vision technologies have been applied to an in-
creasingly wide range of applications from autonomous car
navigation, to medical image analysis, to precision agri-
culture. Despite many of these exciting innovations, recent
studies reveal a number of risks in using existing computer
vision systems, suggesting results of such systems may be
unfair or untrustworthy. For example, major commercial fa-
cial analysis tools were shown to have substantial accuracy
disparities for people of different gender or with different
skin colors (Buolamwini and Gebru 2018). Visual semantic
role labeling models were found to exhibit societal biases
and stereotypes (Zhao et al. 2017) such as frequently associ-
ating certain activity labels with specific gender (e.g., asso-
ciate “cooking” with woman). Even worse, seemly accurate
image classifiers may in fact made the predictions by pick-
ing up spurious correlations between objects and irrelevant
background information rather than identifying meaningful
features of the objects (Ribeiro, Singh, and Guestrin 2016).

Many of the risks embedded in modern computer vision
systems can be attributed to the use of a training dataset that
is biased. Indeed, the computer vision community has long
recognized that many visual datasets present varying degrees
of build-in bias due to factors such as photographic style of
photographers and selection from dataset curators (Torralba,
Efros, and others 2011). Using these biased datasets to train
machine learning models for addressing different computer
vision tasks naturally leads to the phenomenon of “bias in,
bias out” and results in undesirable performance. Thus, to
mitigate the fairness, accountability, and transparency con-
cerns in computer vision, a crucial step is to start the entire
pipeline with high-quality visual datasets that, at least, are
authentic representations of the visual world. In other words,
being able to detect potential biases hidden in the datasets
prior to model development is a key step in guarding against
unfair or untrustworthy outcomes in computer vision.

While a few techniques have been developed to automat-
ically detect dataset biases (Tramer et al. 2017), the non-
structured nature of visual data makes bias discovery in im-
age datasets particularly challenging. This is because no
human-comprehensive attributes can be directly leveraged
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from the dataset to reason about the statistical associations
between different features of the data. Inspired by recent ef-
forts in learning semantic attributes from the crowd (Tian,
Chen, and Zhu 2017; Patterson and Hays 2012), we propose
a human-in-the-loop approach to facilitate bias discovery in
image datasets.

More specifically, this paper presents a crowdsourcing
workflow for bias detection in image datasets with three
steps (Figure 1): (1) inspect random samples of images from
the dataset and describe their similarity using a question-
answer pair, (2) review separate random samples of images
from the dataset and provide answers to questions solicited
from the previous step, and (3) judge whether statements of
the image dataset that are automatically generated using the
questions and answers collected accurately reflect the real
world. This workflow is further augmented by back-end text
processing techniques to deal with the noisy inputs from the
crowd. Our preliminary results suggest that this workflow is
promising in uncovering potential biases in visual datasets.

Crowdsourcing Workflow for Bias Discovery
Previous research have shown the success of decompos-
ing complex tasks into small “micro-tasks” and engaging
different crowds in working on different subtasks and col-
lectively solving the grand problem (Bernstein et al. 2010;
Chilton et al. 2013; Kim et al. 2014). Following this spirit,
we decompose the bias detection task into three intercon-
nected steps as described below.

Step 1: Question Generation
In the first step, crowd workers will be presented with n
images randomly sampled from the dataset, and different
worker may get different samples. Workers are asked to
carefully inspect the images and find similarities between
them. In an early design of the workflow, we ask workers to
name the attributes on which they find similarities. This de-
sign, however, leads to inputs from workers that can be hard
to interpret. Inspired by recent efforts in collecting visual
questions from the crowd (Antol et al. 2015), we redesign
the first step and ask workers to describe the similarity us-
ing a question-answer pair. In this way, we can obtain more
contexts of the similarities that crowd workers detect. We
further restrict workers to start their questions with “What,”



Figure 1: A crowdsourcing workflow to discover potential biases presented in image datasets.

“Where,” “When,” or “How.” For example, if workers re-
viewing images of airplanes find all the airplanes shown to
them point to the right-hand side of the image, they can cre-
ate a question like “What direction are these airplanes fac-
ing?” and answer “Right.” Workers are told that they are
free to find similarities for any part of the images, includ-
ing main objects and background. In addition, workers are
instructed to not ask questions regarding the name or com-
mon characteristics of the main objects (e.g., “How many
wheels does a car have?”). We encourage workers to gen-
erate as many unique questions as they can to describe the
similarities among images shown to them.
Post-processing: Crowd workers may easily describe the
same kind of similarity using questions with different word-
ings. To reduce redundancy, we use spaCy, an open source
natural language processing tool, to detect similar ques-
tions produced by workers and merge them. Specifically,
two questions will be combined if their similarity score is
above a threshold, and the question with “higher quality”—
quantified by having more noun phrases and dependent
clauses—will be used to represent this group of questions.

Step 2: Answer Collection
The output of Step 1 is a list of candidate biased attributes
represented as questions. As similarities identified among n
randomly-sampled images may only capture “biases” within
a particular sample, further validation is needed to ver-
ify whether such pattern exists outside the specific sample.
Thus, in the second step, we use questions generated in the
first step as inputs and we collect answers to each of these
questions based on separate visual data samples.

In particular, crowd workers will be presented with m
images that are, again, randomly sampled from the dataset,
along with the list of unique questions produced in Step 1.
Workers are asked to carefully review the images and then
answer all of the questions. If the majority of m images share
the same answer to a question, workers are asked to enter
that answer; otherwise, they can click on a button to “skip”
the question. We ask workers to answer each question with
a simple word or phrase when possible.

Post-processing: Similar as that in Step 1, for each question,
we again use spaCy to identify similar answers and merge
them. Then, we will compute the “weight” of each unique
answer to a question by counting the fraction of workers
who provide that answer. Given a question, if the majority
of workers choose to skip it, we consider this question as
not characterizing actual bias. However, if the weight for the
most popular answer to a question is above a threshold, we
will use a customized algorithm to rephrase the combination
of that question and the answer with highest weight into a
statement of the dataset (e.g., “For most airplanes, the direc-
tion of them is facing right.”). The threshold can be tuned to
reflect the degree of biases that we are targeted at.

Step 3: Bias Judgment
Step 3 takes the set of statements about the image dataset as
inputs. Crowd workers are asked to review each statement
and indicate whether they believe that statement accurately
reflects the real world based on their common sense knowl-
edge and subjective belief. The output of this step is a ranked
list of statements, sorted in decreasing order of the fraction
of workers who indicate the statement does not accurately
reflect the real world and thus can potentially be a bias of
the dataset. This list can then be returned to dataset curators
for further investigation.

Preliminary Results
As a proof of concept, we conducted a preliminary experi-
ment with a set of 120 airplane images taken from Caltech
101 (Fei-Fei, Fergus, and Perona 2007) to examine the effec-
tiveness of the proposed workflow. We intentionally injected
two biases into this dataset—all planes in the images are fac-
ing right, and 80% of images have brownish/greenish back-
ground. Workers were recruited from Amazon Mechanical
Turk to find biases in this image dataset following our work-
flow. We set n = 3 and m = 4 in our experiment. We find
that MTurk workers are able to “recover” the injected bi-
ases through our workflow, and they also discover some ad-
ditional biases of this dataset that are not due to our design,
like the planes are mostly sitting on the ground (83% of the
images in the dataset actually have planes on the ground).
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