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1 INTRODUCTION

With its rapid development in recent years, Artificial Intelligence (AI) technology has been integrated into many
industries, such as business [16, 31], healthcare [19, 20], transportation [25], and more. A common way for AI to
augment human workflows in various domains is through AI-assisted decision-making, that is, an AI-based decision aid
provides decision recommendations to humans while humans make the final decisions. As humans and AI may each
possess unique intelligence that is complementary to each other, the human-AI collaborations in this decision-making
scenario have the potential to utilize the best of humans and AI and realize a joint performance beyond what can be
achieved by each party alone.

In reality, however, the joint decision-making performance of the human-AI team is often not as good as expected.
One primary reason underlying such unsatisfactory human-AI collaboration is that humans often rely on the AI
recommendations inappropriately. Humans may not trust an AI model and hence avoid adopting its recommendations
even when the recommendations are highly accurate, resulting in under-reliance on AI [11]. On the other hand,
sometimes humans also show a degree of over-reliance on AI, as they blindly accept the recommendations of an AI
model even when it makes sizable mistakes [6, 8, 29]. To help people establish a more appropriate level of reliance on AI
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and improve the human-AI joint decision-making performance, researchers and practitioners have explored a wide range
of methods, such as enhancing humans’ understandings of the rationale underlying AI recommendations [3, 32, 33, 40],
enforcing people to engage in careful deliberation [6, 27], communicating to people the importance of their decisions [1],
multi-human decision-making under AI assistance[36, 37], and building up social transparency in AI systems[12].
However, mixed results have been reported regarding the effectiveness of these methods.

This challenge of humans inappropriately relying on suggestions provided by some “advisors” is not new. Indeed, in
the classical paradigm of “Judge-Advisor System” in the advice taking research [5], where a human “judge” receives
suggestions from another human “advisor” before making their final judgement on a decision-making problem, it is
also observed that the judge may inappropriately discount the advisor’s suggestions [42] or over-utilize the advisor’s
low-quality advice [35]. Interestingly, a common intervention adopted in these scenarios to improve the human judge’s
decision-making quality is to introduce advice from a second advisor, so that the judge can explore different perspectives
and suggestions to make a better final decision [7, 17, 41, 43]. It is thus natural to ask if similar methods will also
benefit AI-assisted decision-making—If second opinions from other human peers are presented to a decision-maker in
addition to the AI recommendation, can they help the decision maker rely on AI more appropriately and achieve a
higher level of decision-making performance? As a motivating example, consider an investor who is assisted by an AI
model in deciding their stock trading strategies [21, 28, 39]: when an investor is about to buy/sell a stock given an AI
model’s recommendation, will presenting a second opinion from other investors (e.g., from online discussion forum
wallstreetbets in reddit [4, 23]) help them make better investment decisions (or the opposite)?

There are reasons to conjecture the answer to this question either way. On the one hand, it is possible that the
decision-maker (e.g., the investor) may perceive the AI model to be more competent than peers (e.g., AI has the “expert
power” or authority) [15, 18], which may imply that the presence of second opinions from peers can hardly change
how they interact with the AI model. On the other hand, observing potential disagreements between the AI model and
the peers in some decision-making cases may nudge the decision-maker into evaluating the AI recommendations more
critically and incorporating them into their final decisions more intelligently, which may result in an improvement in
their decision-making accuracy—and perhaps second opinions from those who oppose the AI more frequently can lead
to a larger accuracy improvement [10]. It is also possible that the decision-maker will leverage the level of agreement
between the AI recommendations and the second opinions from peers as a heuristic to gauge the trustworthiness of the
AI model and adjust their reliance strategies accordingly, although how changes in the decision-maker’s reliance on AI
translate to changes in their decision-making accuracy is not straight-forward.

Therefore, to obtain a thorough understanding of how second opinions from peers affect the decision maker’s
behavior (e.g., overall reliance, over-reliance, and under-reliance on AI) and performance (e.g., decision accuracy) in
an AI-assisted decision-making scenario, we conducted two pre-registered, randomized human-subject experiments
(Experiment 1: 𝑁 = 428, Experiment 2: 𝑁 = 336) on Amazon Mechanical Turk (MTurk). As the second opinions
provided by peers may agree with the AI model’s decision recommendations at different frequencies (e.g., from agree
on almost all decision-making cases to agree very occasionally), we are also interested in examining whether the effects
of peer-generated second opinions are moderated by the level of agreement between the peers and the AI model.

In our experiments, subjects were asked to complete a series of sentiment analysis tasks to decide whether a movie
review is positive or negative, with the decision recommendations provided by an AI model. In Experiment 1, we created
four treatments by varying whether second opinions from peers were presented to subjects on each decision-making
task, and if so, how frequently they agreed with the AI recommendations. Our results show that when second opinions
from peers are always available, they result in significant decreases in people’s over-reliance on the AI model. However,
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they also lead to increased levels of under-reliance on AI. These changes are particularly salient as the peers disagree
with the AI model more frequently, although, in none of the treatments with second opinions from peers, people’s
decision accuracy (i.e., appropriate reliance on AI) is significantly different from that in the control treatment where no
second opinion is presented.

To mitigate the undesirable side effect of the increased level of under-reliance on AI when second opinions are
always present, in our Experiment 2, instead of presenting a second opinion on each task, we provided subjects with the
option to actively request for a second opinion from peers only if they needed it, hoping that subjects could utilize their
perceptions of AI correctness to decrease the presence of second opinions on tasks where the AI model was correct
compared to on tasks where the AI model was wrong. Focusing on the comparisons between those subjects who had
requested for second opinions at least on some task and the comparable subjects in the control treatment who never
saw any second opinions (obtained via propensity score matching), we find that people’s active solicitations of second
opinions from peers may result in a decrease in over-reliance without inducing higher levels of under-reliance, but only
when the peers have a relatively high level of agreement with the AI model.

Taken together, our results highlight the promise of introducing second opinions generated by human peers as an
intervention in the AI-assisted decision-making workflows to help people rely on AI more appropriately and eventually
improve their AI-assisted decision-making performance. Meanwhile, the effectiveness of this intervention is shown to
be dependent on both the ways that the second opinions are presented and the characteristics of the second opinions.

2 EXPERIMENT 1: PEER’S SECOND OPINIONS ALWAYS PRESENTED

To understand how the presence of second opinions from peers affect people’s behavior and performance in AI-assisted
decision-making, and how these effects vary with the agreement level between the peers and the AI model, we conduct
a randomized experiment on Amazon Mechanical Turk (MTurk).

2.1 Experimental Task

In our experiment, we asked subjects to determine the sentiment of movie reviews with the help of an AI model.
Specifically, in each task, subjects were presented with a movie review taken from the IMDB movie review dataset [24]
(with lengths between 280 and 300 words). Along with the movie review, we also showed subjects an AI model’s binary
prediction of the review’s sentiment (i.e., positive vs. negative), while subjects in some experimental treatments also
had access to the judgement of the review’s sentiment made by a peer (i.e., a randomly selected crowd worker; see
Section 2.2 for details). After reviewing all this information, subjects were asked to make a final decision on whether
the sentiment expressed in the movie review was positive or negative. In total, each subject needed to review the same
set of 20 movie reviews in our experiment.

On each sentiment analysis task, all subjects in our experiment were presented with the prediction given by the same

AI model. In particular, to obtain this AI model, we fine-tuned a pre-trained RoBERTa model [22] from the Huggingface’s
transformers library—First, from the IMDB movie review dataset, we sampled a subset of movie reviews (5000 as
training set, another 500 as the test set). We used the representation embeddings of the last layer of the pre-trained
RoBERTa model as the input of a multi-layer perceptron and tuned parameters of both the pre-trained model and the
perceptron based on the training data. Our final model achieved an accuracy of 77.6% on the held-out test set. On
the set of 20 movie reviews we used in our experiment, the model’s accuracy was 75% (i.e., correct on 15 tasks and
incorrect on 5 tasks), which closely reflected the model’s overall performance on the test set. We also intentionally did
not train a model with very high performance so that we would have sufficient data to understand how subjects behave
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in AI-assisted decision-making both when the AI model is correct and wrong (e.g., analyze subjects’ under-reliance and
over-reliance separately).

We used sentiment analysis tasks in our experiment both because it reflects real-world AI-assisted decision-making
scenarios well, and because it requires no specific domain knowledge from our human subjects. Similar tasks have
also been used in previous studies to investigate human behavior in AI-assisted decision-making [9, 14, 34], and to
explore ways to promote humans’ appropriate reliance on AI in AI-assisted decision-making [3]. We note that for the
IMDB dataset from which we draw our decision-making tasks, the ground-truth label for a movie review’s sentiment is
decided by the review poster’s own star rating of the movie (on a scale of 1 to 10) associated with their review text.

2.2 Experimental Treatments

In total, we created four treatments for our experiment by varying the presence of second opinions from peers and the
level of agreement between peers’ judgements and the AI model’s predictions.

Specifically, to enable the presence of second opinions from real human decision-makers to ensure ecological validity,
we first ran a pilot study in which 34 MTurk workers were recruited to review the same set of 20 movie reviews that
we selected for our experiment. These workers were asked to determine the sentiment of each review independently,
i.e., without seeing our AI model’s prediction. For each worker, we then computed the fraction of tasks in which their
independent judgement was the same as our AI model’s prediction across all 20 tasks; we denoted this fraction as
the worker’s “level of agreement” with the AI model. After each worker’s level of agreement with the AI model was
computed, we identified three subsets of workers from the entire pool of 34 workers, with each subset containing three
workers—The first subset contained the three workers who agreed with the AI model most frequently, and we referred
to them as the “high agreement peers”; the second subset contained three workers who agreed with the AI model on
about 50% of the tasks, and we referred to them as the “medium agreement peers”; finally, the last subset contained the
three workers who agreed with the AI model least frequently, whom we referred to as the “low agreement peers”1.

Utilizing these three sets of “peers” that we identified from our pilot study, we designed the following 4 treatments:

• Treatment 1 (Control): Subjects had access to the predictions of the AI model when completing each task.
However, they did not see any judgement made by other peer workers.

• Treatment 2 (With high agreement peers): Subjects had access to predictions made by the AI model when
completing each task. In addition, on each task, we randomly selected a worker from the set of three high

agreement peers, and presented the selected worker’s judgement on that task to the subject as a second opinion2.
• Treatment 3 (With medium agreement peers): Subjects had access to predictions made by the AI model
when completing each task. In addition, on each task, we randomly selected a worker from the set of three
medium agreement peers, and presented the selected worker’s judgement on that task to the subject as a second
opinion.

• Treatment 4 (With low agreement peers): Subjects had access to predictions made by the AI model when
completing each task. In addition, on each task, we randomly selected a worker from the set of three low agreement

peers and presented the selected worker’s judgement on that task to the subject as a second opinion.

1For the subset of high, medium, and low agreement peers, the average level of agreement between the crowd workers and the AI model was 76.67%, 50%,
and 30%, respectively.
2While in this experiment, the second opinions presented to subjects have already been collected from crowd workers in the pilot study, in reality, they
can be solicited from peers when the decision maker is about to make their decision on a task. We decided to collect second opinions ahead of time in this
study to simplify the experimental procedure and to enable the quantification of the level of agreement between second opinions and the AI model.
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(a) Experiment 1 (b) Experiment 2: Before request (c) Experiment 2: After request

Fig. 1. An illustration of our task interface in our experiments. Fig. 1a shows an example interface in Experiment 1 for treatments
where second opinions were presented. Fig. 1b and 1c show an example of our task interface in Experiment 2 (for treatments where
subjects can solicit the second opinions from peer workers), before (1b) and after (1c) subjects clicked the "Request" button.

Figure 1a shows an example of the task interface for treatments where the second opinions from peers are presented
(i.e., Treatment 2, 3, or 4). With this design, we expect that subjects in Treatment 2 will find the second opinions
generated by peer workers agree with the AI model more frequently than subjects in Treatment 3, who in turn will
observe a higher level of agreement between the peers and the AI model than subjects in Treatment 4.

2.3 Experimental Procedure

Our experiment was posted on Amazon Mechanical Turk (MTurk) as a human intelligence task (HIT). The HIT was
open to workers in the U.S. only, and each worker could only take the HIT once. Each HIT contained the same 20 movie
review tasks, which were arranged in random order. In addition, we included an attention check question in our HIT, in
which the subject was instructed to select a pre-specified option. We only considered the data generated by subjects
who passed the attention check as valid data in our analysis.

Upon arrival at the HIT, subjects were randomly assigned to one of the four treatments. Subjects first received
instruction on the movie review task. In order to show that they understood how to complete the movie review
tasks, subjects needed to complete a qualification task, in which they were asked to review a simple movie review and
determine its sentiment. Subjects could proceed to the actual experiment only if they answered the qualification question
correctly. In the actual experiment, subjects were first asked to pick an avatar to represent themselves throughout
the experiment. Then, as we have discussed in Section 2.1–2.2, subjects completed the 20 movie review tasks, and
depending on the treatment they were assigned, on each task, they saw the decision recommendation generated by our
AI model and possibly by other peer workers. In each task, beyond making a decision on the movie review’s sentiment,
subjects were also asked to indicate how confident they were in their decision using a 7-point Likert scale from 1 (“not
confident at all”) to 7 (“extremely confident”). After completing all 20 tasks, subjects needed to fill out an exit-survey to
report their demographics.

The base payment of our experiment is $1.2. To encourage subjects to carefully deliberate about the decision
recommendations made by the AI model and the peers, we also provided a performance-based bonus to subjects—If the
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subject’s accuracy in our HIT was higher than 65%, we paid them an additional 5-cent bonus for each correct prediction
they made; thus, subjects could earn up to $1 bonus in our experiment in addition to the base payment.

2.4 Analysis Methods

To understand how second opinions from peers affect people’s behavior and performance in AI-assisted decision-making,
we pre-registered a set of dependent variables for this experiment3. Specifically, to examine how peers’ judgements
change people’s reliance on AI models in AI-assisted decision-making, and whether these changes are desirable or not,
we consider the following dependent variables:

• Overall reliance: The chance for a subject’s decision to be the same as the AI model’s prediction.
• Over-reliance: The chance for a subject’s decision to be the same as the AI model’s prediction, when the AI
model’s prediction was incorrect.

• Under-reliance: The chance for a subject’s decision to be different from the AI model’s prediction, when the AI
model’s prediction was correct.

• Appropriate reliance: The chance for a subject’s decision to be the same as the AI model’s correct prediction
or different from the AI model’s incorrect prediction; this effectively represents the subject’s decision accuracy.

A subject’s overall reliance quantifies the subject’s reliance behavior in AI-assisted decision-making without dif-
ferentiating whether such reliance is desirable. We then used over-reliance, under-reliance, and appropriate reliance
to understand whether the reliance behavior that the subject exhibited was desirable or not. Intuitively, a desirable
reliance behavior requires lower levels of over-reliance and under-reliance, and higher levels of appropriate reliance.

Based on our pre-registration, for all dependent variables, we conducted the one-way analysis of variance (ANOVA) to
examine whether there are any significant differences in them across the 4 experimental treatments. When a significant
difference was found, we used the Tukey HSD tests to conduct post-hoc pairwise comparisons.

2.5 Experimental Results

In total, 428 subjects took our experiment HIT and passed the attention check (56.8% self-identified as male, 41.1%
self-identified as female, and the most frequent age group reported by subjects was 25-34). To begin with, for the three
treatments with peer judgements (i.e., Treatments 2–4), we checked the level of agreement between the AI model and
the actual peer judgements presented to subjects. The average fraction of tasks in which the peer worker’s judgement
agreed with the AI model was 0.77, 0.51, 0.30 for treatments with high, medium, and low agreement peers, respectively,
and a one-way ANOVA test confirms that the level of agreement between peers and the AI model across these three
treatments is significantly different (𝐹 (3, 424) = 790.34, 𝑝 < 0.001). This indicates that we successfully varied the peer-AI
agreement level through our experimental design.

We then look into how the presence of second opinions from peers, which may show different levels of agreement
with the AI, affects people’s reliance on the AI model in AI-assisted decision-making.
Second opinions from peers decrease people’s overall reliance on the AI model. Figure 2a shows subjects’
average level of overall reliance on the AI model across the four treatments. Visually, it is clear that the presence of
second opinions from peers results in a decrease in people’s overall reliance on AI, and the more the peers disagree with
the AI model, the more the reliance decreases. A one-way ANOVA test confirms that the difference in subjects’ overall

3The pre-registration document can be found at: https://aspredicted.org/36J_RHS. All of our experiments were approved by the IRB of the authors’
institution.
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(a) Overall reliance (b) Over-reliance (c) Under-reliance (d) Appropriate reliance

Fig. 2. The effects of second opinions from peers on subjects’ overall reliance (2a), over-reliance (2b), under-reliance (2c), and
appropriate reliance (2d) on the AI model across treatments. Error bars represent the standard errors of the mean.

reliance across different treatments is statistically significant (𝐹 (3, 8556) = 28.31, 𝑝 < 0.001). Furthermore, the post-hoc
Tukey HSD test suggests that subjects in all treatments with peer judgements are less likely to rely on the AI model
than those in the control treatment (i.e., control vs. with high agreement peers: 𝑝 < 0.001, Cohen’s 𝑑 = 0.17; control vs.
with medium agreement peers: 𝑝 < 0.001, Cohen’s 𝑑 = 0.21; control vs. with low agreement peers: 𝑝 < 0.001, Cohen’s
𝑑 = 0.28). In addition, the overall reliance difference shown between the two treatments with high agreement peers and
low agreement treatment peers is also found to be significant (with high agreement peers vs. with low agreement peers:
𝑝 < 0.001, Cohen’s 𝑑 = 0.11).
Second opinions from peers lead to lower over-reliance but higher under-reliance, and they do not signifi-
cantly change the appropriate reliance. To understand whether the decrease in people’s overall reliance on the AI
model brought up by second opinions from peers is desirable, we further examine people’s over-reliance, under-reliance,
and appropriate reliance on AI separately. First, Figure 2b shows the comparison of subjects’ over-reliance on the AI
model across the four experimental treatments. It suggests that the presence of second opinions from peers helps
subjects reduce their over-reliance on the AI model, especially when the peers’ judgements have a relatively low level
of agreement with the AI. The one-way ANOVA test indicates that the differences in subjects’ over-reliance are signifi-
cant across treatments (𝐹 (3, 2136) = 17.27, 𝑝 < 0.001). Post-hoc Tukey HSD tests further show that these significant
differences exist between the control treatment and every experimental treatment with peer judgements (control vs.
with high agreement peers: 𝑝 < 0.001, Cohen’s 𝑑 = 0.26; control vs. with medium agreement peers: 𝑝 < 0.001, Cohen’s
𝑑 = 0.31; control vs. with low agreement peers: 𝑝 < 0.001, Cohen’s 𝑑 = 0.44). At the same time, a significant difference
also lies between the treatment with high agreement peers and the one with low agreement peers (𝑝 = 0.010, Cohen’s
𝑑 = 0.18).

While second opinions from peers bring about the benefit of decreased levels of over-reliance, these benefits also
come with a cost. Specifically, Figure 2c shows subjects’ average levels of under-reliance on the AI model in the four
treatments. Here, we also find a significant difference across treatments (one-way ANOVA: 𝐹 (3, 6446) = 13.84, 𝑝 < 0.001).
Post-hoc Tukey HSD tests show that compared to when the second opinions are absent, subjects significantly increase

their under-reliance on the AI model when they receive the peers’ judgements as the second opinions, regardless of
how frequently the peers’ judgements agree with the AI (i.e., control vs. with high agreement peers: 𝑝 < 0.001, Cohen’s
𝑑 = 0.14; control vs. with medium agreement peers: 𝑝 < 0.001, Cohen’s 𝑑 = 0.17; control vs. with low agreement peers:
𝑝 < 0.001, Cohen’s 𝑑 = 0.22). This means that in AI-assisted decision-making when peer-generated second opinions are
present, people decrease their reliance on the AI model no matter whether the AI model’s prediction is correct or not.
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Because of such behavior, as shown in Figure 2d, when examining subjects’ appropriate reliance on the AI model
across the experimental treatments, we even find a trend that the presence of second opinions from peers results
in slight decreases in people’s appropriate reliance/decision accuracy, although these decreases are not statistically
significant (𝑝 > 0.05).

3 EXPERIMENT 2: PEER’S SECOND OPINIONS PRESENTED ONLY UPON DECISION MAKERS’ REQUEST

Our Experiment 1 shows that providing second opinions from peers to people in AI-assisted decision-making can
be an effective intervention to decrease their over-reliance on AI models, but it also comes with the undesirable side
effect of increasing people’s under-reliance on AI models. One reason for us to observe this side effect is the overly
frequent presence of disagreeing second opinions on tasks where the AI model is correct, which sways subjects away
from relying on the AI’s correct decision recommendation. Thus, to mitigate this side effect, we are wondering instead
of always providing peer-generated second opinions on all tasks, if these second opinions are presented only when
the decision-makers actively request for them, can their presence help decrease over-reliance on AI models without
increasing under-reliance?

To answer this question, we conducted our second pre-registered4, randomized human-subject experiment, where
subjects were again asked to complete the same set of 20 sentiment analysis tasks as those used in Experiment 1. Again,
on each task, the prediction given by the same AI model as that used in Experiment 1 was presented to subjects as a
decision recommendation. However, for those treatments where subjects may get access to second opinions generated
by other peer workers, the second opinions are no longer presented on every task—subjects in these treatments were
asked to decide whether they would like to see a second opinion from a peer worker and if so, they needed to click on a
“Request” button to solicit the second opinion.

3.1 Experimental Design

Utilizing the same peer judgements as those collected from the pilot study of Experiment 1, we designed the following 3
treatments for Experiment 25: Subjects in all treatments had access to the predictions of the AI model when completing
each task. Moreover, subjects in Treatment 1 (Control) did not see any judgement made by other peer workers.
In contrast, we would randomly select a worker from the three high/low agreement peers and present the selected
worker’s judgement on a task to the subject as a second opinion in Treatment 2 (High agreement peers upon
request)/Treatment 3 (Low agreement peers upon request), if subjects clicked on the “Request” button on a task.
Figure 1b and 1c show an example of the task interface of Experiment 2 for treatments where subjects could solicit
second opinions from peer workers (i.e., Treatment 2 or 3).

The procedure of Experiment 2 was identical to Experiment 1 except for the following differences: (1) Workers who
participated in our Experiment 1 were not allowed to attend our Experiment 2; (2) To measure subjects’ tendency to
engage in deliberative thinking, we added a cognitive reflection test (CRT) [13, 38] in the exit-survey, which contained
three mathematical questions that require people to utilize their cognitive reflection to override the intuitive, wrong
answers (e.g., “If it takes 5 machines 5 minutes to make 5 widgets, how long would it take 100 machines to make 100
widgets?”). In addition, the dependent variables and statistical analysis methods used in Experiment 2 are the same as
those outlined in Section 2.4 for Experiment 1.

4The pre-registration document can be found at: https://aspredicted.org/MWC_PH1.
5As our results in Experiment 1 seem to suggest that the level of agreement between peers and the AI model mostly affect dependent variables in a linear
way, we did not include a treatment with medium agreement peers in Experiment 2.
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3.2 Experiment Results

In total, 336 subjects participated in Experiment 2 and passed the attention check (52.4% self-identified as male, 45.2%
self-identified as female, and the most frequent age group reported by subjects was 25-34). Again, as a check of the
effectiveness of our experimental manipulation, we confirmed that the actual peer judgements presented to subjects
upon request in the treatment with high agreement peers agreed with the AI model significantly more than those peer
judgements presented to subjects in the treatment with low agreement peers (𝑝 < 0.001).

Considering some subjects did not request second opinions at all during the experiment, we focus on only those
subjects who requested second opinions from peers for at least once, and we aim to understand how their active
solicitations of second opinions changed their reliance on the AI model in AI-assisted decision-making. Given the
systematic differences in demographic backgrounds between subjects who had solicited or had never solicited second
opinions, directly comparing the reliance behavior of those subjects who had solicited second opinions from high
agreement peers (in Treatment 2) or low agreement peers (in Treatment 3) with that of all subjects in the control
treatment can be misleading. To ensure the robustness of our analyses, we adopt matching methods to pair up subjects
with similar demographic characteristics in the control treatment and the experimental treatment (i.e., Treatments 2 or
3), and then conduct comparisons between paired subjects.

We first conduct propensity score matching [30] for the 31 subjects in Treatment 2 who had solicited second opinions
from high agreement peers for at least once. Specifically, given each subject in Treatments 1 (control) and 2 (high
agreement peers upon request) of Experiment 2, we characterize them using all the demographic information that they
self-reported in the exit-survey (e.g., age, gender, education, prior programming knowledge, CRT score, etc.), and we
build a logistic regression model to predict a subject’s treatment given their features (i.e., “covariates”). The predicted
log-likelihood for a subject to belong to Treatment 2 is thus used as the subject’s “propensity score.” Then, for each of
the 31 subjects in Treatment 2 who requested for second opinions at least once, we identify a subject in the control
treatment with the closest propensity score (with replacement) to be their “match,” hence these two subjects form a pair
with very similar demographic characteristics, but one subject in the pair had the chance to solicit second opinions
from high agreement peers while the other did not. After the matching, we find that between subjects who requested
for second opinions at least once in Treatment 2 and their matches, paired t-tests suggest that there are no significant
differences in the values for any of the covariates. Furthermore, between the requested subjects and their matches, the
standard mean differences (SMD) for most of the covariates are less or equal to 0.1, which indicates that subjects in the
pairs are comparable [2, 26].

Figures 3a–3d show the comparisons in subjects’ overall reliance, over-reliance, under-reliance, and appropriate
reliance on the AI model, respectively, between those subjects who requested for second opinions from high agreement
peers for at least once and their matched subjects in the control treatment. Conducting paired t-tests on the 31 pairs
of subjects, we find that subjects’ active solicitations of second opinions from high agreement peers lead to a slight
decrease in their overall reliance on the AI model (control:𝑀 = 0.75, 𝑆𝐷 = 0.44 vs. second opinions from high agreement
peers solicited: 𝑀 = 0.72, 𝑆𝐷 = 0.45, 𝑝 > 0.05), and a significant decrease in their over-reliance on the AI model
(control:𝑀 = 0.61, 𝑆𝐷 = 0.49 vs. second opinions from high agreement peers solicited:𝑀 = 0.47, 𝑆𝐷 = 0.50; 𝑝 = 0.009).
Importantly, we also find that the solicitation of second opinions from high agreement peers does not result in significant
increases in subjects’ under-reliance on the AI model (𝑝 > 0.05). As a result, as shown in Figure 3d, we observe a
slight increase in subjects’ appropriate reliance on the AI model when they requested for second opinions from high
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(a) Overall reliance (b) Over-reliance (c) Under-reliance (d) Appropriate reliance

Fig. 3. The effects of active solicitations of second opinions from high agreement peers on subjects’ overall reliance (3a), over-reliance
(3b), under-reliance (3c), and appropriate reliance (3d) on the AI model. Data for the control treatment contains only the matched
subjects after applying propensity score matching. Error bars represent the standard errors of the mean.

agreement peers at least once (control:𝑀 = 0.69, 𝑆𝐷 = 0.46 vs. second opinions from high agreement peers solicited:
𝑀 = 0.73, 𝑆𝐷 = 0.44), although the difference is not statistically significant at the level of 𝑝 = 0.05.

We then repeat the propensity score matching process for the 44 subjects in Treatment 3 who had solicited second
opinions from low agreement peers for at least once. Here, we find that compared to their matched subjects in the
control treatment, subjects in Treatment 3 who solicited second opinions from low agreement peers for at least once
significantly reduced their overall reliance (𝑝 < 0.001) and over-reliance (𝑝 = 0.003) on the AI model, but they also
exhibited significantly higher levels of under-reliance on the AI model (𝑝 = 0.003). Together, the active solicitations of
second opinions from low agreement peers result in a slight decrease in subjects’ appropriate reliance on the AI model
(control:𝑀 = 0.70, 𝑆𝐷 = 0.46 vs. second opinions from low agreement peers solicited:𝑀 = 0.68, 𝑆𝐷 = 0.47), although
the decrease is not statistically significant.

Together, these results show the promise of utilizing second opinions from peers to help people reduce their over-
reliance on an AI model while not increasing their under-reliance—this goal can be achieved by enabling people to
actively solicit second opinions from those peers who have a relatively high level of agreement with the AI model. We
conjecture that this approach is effective because (1) people solicit second opinions more frequently on tasks where the
AI model is wrong (i.e., disagreements between peers and the AI model on these tasks lead to lower over-reliance), and
(2) the relatively high level of agreement between the peers and the AI model minimizes the chance that people get
misled by incorrect peer judgements on tasks where the AI model is correct (i.e., under-reliance is not increased).

4 LIMITATIONS AND FUTUREWORK

Our study was conducted with laypeople (i.e., subjects recruited from MTurk) on a decision-making task that does
not require much expertise yet still seems to be not easy for laypeople (e.g., in our pilot study, the average decision
accuracy of the crowd workers on our selected sentiment analysis task is 64.34%) with AI-assistance having a specific
level of performance (i.e., 75% accuracy). Cautions should be used when generalizing the results of this work to different
settings, such as for a different population of people, for tasks that are much easier, or for tasks that require substantially
more domain expertise. In addition, the second opinion in our experiment came from randomly selected crowd workers
that our subjects did not know. In reality, the peers from whom people in AI-assisted decision making seek help can be
someone that they are quite familiar with and naturally trust, which may significantly change how they respond to the
agreements or disagreements between the AI recommendations and the peer’s second opinions. Our current study only
reveals the effects of providing peer-generated second opinions on decision-makers in AI-assisted decision making,
but does not attempt to separate the effects brought up by the presence of the second opinion and the effects brought
up by the source of the second opinions, and future studies can investigate into this separation in more details. In
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addition, the advice structure between the decision-makers and the “advisors” is also not limited to what we’ve studied
in this work. For example, multiple second opinions can be provided instead of one, and the second opinions may come
from not only human peers but also other AI models. Understanding how second opinions under these settings affect
decision-makers’ behavior and performance in AI-assisted decision-making is another exciting future work.

5 CONCLUSION

In this paper, we explore the effect of providing second opinions from human peers to people on their behavior and
performance in AI-assisted decision-making. Via two pre-registered, randomized experiments, we show that always
presenting second opinions from peers along with the AI recommendation can reduce decision-makers’ over-reliance
on AI, but it also increases decision-makers’ under-reliance on AI. Nevertheless, by enabling decision-makers to
actively solicit second opinions from peers as needed, we show that the active solicitations of second opinions have
the promise to reduce decision-makers’ over-reliance on the AI model without increasing the under-reliance, if the
peer judgements agree with the AI model at a relatively high level. Our results highlight the potential benefits and
risks of presenting second opinions from peers to people in AI-assisted decision making for promoting the human-AI
team performance. We hope this work could open more discussions on understanding the effects of second opinions
in AI-assisted decision-making and better utilizing them as an intervention to enhance human-AI collaboration in
decision-making.
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