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ABSTRACT
Artificial intelligence (AI) has been increasingly involved in deci-
sion making in high-stakes domains. Meanwhile, involving AI in
these high-stake decisions has created ethical concerns on how to
balance different trade-offs to respect human values. One approach
for aligning AIs with human values is to elicit human ethical pref-
erences and incorporate this information in the design of computer
systems. In this work, we explore how human ethical preferences
are impacted by the information shown to humans during elicita-
tion. In particular, we aim to provide a contrast between verifiable
information (e.g., patient demographics or blood test results) and
predictive information (e.g., the probability of organ transplant suc-
cess). Using kidney transplant allocation as a case study, we conduct
a randomized experiment to elicit human ethical preferences on
scarce resource allocation to understand how human ethical pref-
erences are impacted by the verifiable and predictive information.
We find that the presence of predictive information significantly
changes how humans take into account other verifiable informa-
tion in their ethical preferences. We also find that the source of the
predictive information (e.g., whether the predictions are made by
AI or human doctors) plays a key role in how humans incorporate
the predictive information into their own ethical judgements.

CCS CONCEPTS
•Human-centered computing→User studies;Computer sup-
ported cooperative work.
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1 INTRODUCTION
As the capability of artificial intelligence increases, AI systems are
increasingly involved in decision making in high stakes domains,
such as medical decision making [10, 29, 30, 41, 43], loan applica-
tions [8, 18, 22], or legal systems [1, 6]. Meanwhile, the growing
prevalence of AI in decision making has raised ethical concerns, as
the decisions made by these systems might be biased or might not
align with human values [1, 4, 21, 32]. To address these concerns,
we would ideally want to have a set of rules specifying what it
means for a decision to be ethical such that AI researchers and
practitioners can incorporate these rules when designing and de-
ploying AI in practice. However, in ethically-sensitive domains,
there are often no clear-cut right and wrong decisions. Instead, we
are often forced to choose the “lesser of two evils”, prioritizing and
trading off different ethical values and principles. Moreover, differ-
ent stakeholders may have different preferences on the priority of
ethical principles. Finding a trade-off between ethical principles
that everyone agrees on for a given task may be challenging or
even impossible.

To explore the above challenges and align the design of AI with
human values, one natural approach is to elicit human preferences
on ethical principles from relevant populations and incorporate the
elicited information in the design of AI systems [2, 16, 25, 31]. In this
line of work, during preference elicitation, human participants are
presented information on hypothetical scenarios involving moral
dilemmas and asked to express their preferences in the scenario.
For example, Awad et al. [2] considers the moral dilemmas faced by
autonomous vehicles; participants were given hypothetical scenar-
ios in which a vehicle is bound to crash, and were asked to express
their preference on sparing the lives of one group of people over
another. By varying the demographics and attributes of the two
groups, researchers can infer which ethical values (e.g., sparing
lives, sparing youth, etc) the population prioritizes. To focus on
the trade-offs in the moral dilemmas, the information presented to
participants in most prior work has been verifiable, meaning that
the information only describes the past or present, and there is
no uncertainty associated with the presented information. In the
meantime, as predictive information, which concerns predictions
made about the future, is increasingly integrated in ethical decision
making (e.g., judges might utilize predictive risk scores in making
bail decisions), it is important to understand the influence predictive
information has on human ethical preferences.
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In this work, we aim to understand how the elicitation of hu-
man ethical preferences are impacted by the information shown
to humans. We provide a contrast between verifiable information
(e.g., patient demographics or blood test results) and predictive
information (e.g., the probability of organ transplant success). As
predictive information, from either AI or human experts, is increas-
ingly integrated in ethical decision making, we investigate how the
presence and the source of the predictive information affect human
ethical preferences. Specifically, we ask the following two research
questions:

• RQ1: How does the presence of predictive information affect
human ethical preferences?

• RQ2: How does the source of the predictive information (e.g.,
predictions by human experts or predictions by AI) affect human
ethical preferences?

To answer the above research questions, we conducted random-
ized online experiments on Amazon Mechanical Turk (MTurk).
Using the domain of kidney transplants as a case study, we pre-
sented scenarios where two candidates needed a kidney transplant
but only one was available, and asked MTurk workers to express
their preference on which candidate should receive the kidney
first. We designed two sets of experiments, one to answer each
research questions. In the first experiment, we investigated how
ethical preferences varied between workers who saw only verifiable
information and workers who saw both verifiable and predictive
information. We find that even when predictions are equal between
candidates, the presence of predictions change human ethical pref-
erences. We also find that both the direction and magnitude of
differences in predictive information is relevant and important
for understanding how human ethical preferences change. In the
second experiment, we analyzed how human ethical preferences
change based on the source of the predictive information. We find
that humans rely more on predictions from AI than predictions
from a human doctor, possibly indicating that humans trust AI pre-
dictions more than human predictions. Moreover, humans seem to
discount the importance of other verifiable information more when
an AI prediction is presented, implying that humans are more likely
to treat AI predictions as a summary of other verifiable information.

Our findings show that the elicitation of human ethical prefer-
ences are impacted by both the presence and source of the predictive
information. As predictive information is increasingly integrated in
ethical decision making, it is important to conduct more studies to
understand how humans take predictive information into account
when forming ethical preferences. Moreover, our results suggest
that elicited human ethical preferences might not be robust or con-
sistent, as the elicited preferences vary with different elicitation
methods. Therefore, it is important to conduct more studies in un-
derstanding to what extent the elicited ethical preference is robust
to manipulation. We should take this into account when utilizing
the elicited information to inform the design of AI systems.

2 RELATEDWORK
Our work joins the flourishing line of recent research in aligning
the design of AI systems with human values. One natural way to
approach this alignment is to elicit real human ethical preferences

in scenarios where multiple ethical principles conflict, to determine
the relative weights of the principles and to understand in which
scenarios, one principle might be favored over another. Correspond-
ingly, there has been a line of work researching the elicitation of
human ethical preferences [2, 9, 16, 37]. Among these works, Awad
et al. [2] studied human preferences on autonomous driving when
faced with an adaptation of the trolley problem, and learned how
these ethical preferences vary across worldwide cultures. Smith et al.
[38] studied human preferences in moderation of Wikipedia quality
prediction. Freedman et al. [16] studied human preferences in the
allocation of kidneys for transplants. Our work differs from this
line of work in that we focus on discussing the impact of predictive
information to human ethical preferences while existing work have
mostly utilized verifiable information only. Another related work
by Chan et al. [9] also analyzed the elicitation of ethical preferences
in the kidney domain. However, they analyzed how assessments of
human ethical preferences impacted their ethical decision making,
and did not focus on the impact of predictive information to hu-
man ethical preferences. As a closely related line of research, if we
consider different fairness measures as different ethical principles,
our work is also related to the research in understanding human
perceptions of different fairness measures [19, 39, 42, 44], espe-
cially because it’s usually impossible to satisfy all fairness measures
simultaneously [7, 11, 12, 23].

Another related line of research is on utilizing participatory de-
sign to govern the design and implementation of AI systems [25,
31, 38, 46]. These works looked at the next steps after we have
elicited these ethical preferences, namely how to integrate these
preferences into the deployment of the AI systems. For example,
Yu et al. [46] looked at methods of presenting these preferences to
stakeholders, so that they better understand the trade offs that they
must make. Noothigattu et al. [31] worked to construct a system
where multiple models of ethical preferences vote on which prin-
ciples should be used for a given scenario, based on pre-elicited
human preferences, and Lee et al. [25] explored how such a partici-
patory framework could leverage multiple stakeholders during the
decision-making process.

2.1 Background: Ethical Principles for
Allocation of Scarce Medical Interventions

In this work, we use the domain of kidney transplants as a case study.
There has been extensive literature on the ethical principles in
allocating scarce medical interventions [14, 15, 17, 33]. In particular,
our task design is based on the work by Persad et al. [33], who list
the following four categories of ethical principles for allocating
scarce medical resources.

• Promoting and rewarding social usefulness: This principle could
be implemented through prioritizing instrumental value, e.g.,
giving medical workers higher priority in receiving vaccines
during a pandemic, or reciprocity, e.g., giving prior organ donors
higher priority to receive a transplant of their own.

• Treating people equally: In this principle, everyone should have
equal chance of receiving medical interventions. It can often be
implemented using lottery or first-come-first-serve approaches.
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• Favoring the worst-off: This principle could be implemented
through deploying the strategy of sickest first, prioritizing those
who have a more severe disease condition or youngest first, pri-
oritizing those who have not lived as many years yet.

• Maximizing total benefits: This principle aims to maximize some
definition of utility, e.g., maximizing the number of saved lives
or maximizing the increase life-years after intervention.

These categories of ethical principles are widely used, both in aca-
demic contexts [14, 24, 33, 45], and in action for real-world medical
organizations [34, 36].

3 EXPERIMENT 1 - PREDICTION PRESENCE
In this experiment1, we investigate our first research question: How
does the presence of predictive information affect human ethical
preferences? To answer this question, we present recruited work-
ers with scenarios involving ethical dilemmas. We then observe
their expressed ethical preferences among candidate choices both
when predictive information is presented and when predictive in-
formation is not presented. In particular, we have the following
two hypotheses:

• H1: We hypothesize that human ethical preferences stay the
same when predictive information is equal across candidates,
compared to when no predictive information is presented.

• H2: We hypothesize that human ethical preferences are strength-
ened when the prediction is aligned with human preferences,
compared to when predictions are equal. Correspondingly, we
hypothesize that ethical preferences are weakened when the
prediction is aligned against human preferences.

To examine the above hypotheses, we conducted a case study on
the domain of kidney transplants and designed a randomized exper-
iment. We chose the domain of kidney transplants for our study for
two reasons. First, there has been extensive literature on the ethical
principles in allocating scarce medical interventions [14, 15, 17, 33].
This allows us to tailor our task design to alignwith well-established
ethical preference frameworks. Second, incorporating machine
learning predictions in medical decision making is attracting a
great amount of research effort and has significant potential in
improving medical outcomes [3, 5, 35]. Understanding the effect of
predictive information on human ethical preferences could help us
better align the use of predictions with human values.

3.1 Experiment Task
In our experiments, workers were recruited to judge a set of kidney
transplant scenarios. In each scenario, workers were presented two
patient candidates who both need a kidney transplant, but only
one kidney is available. Given information about each of these
candidates, workers were asked to express their preference on
which candidate should receive the kidney first.

Based on the ethical principles which govern the allocation of
scarce medical resources [33], as discussed in Section 2.1, we chose
four factors to display to workers. The first three factors concern
the present condition and attributes of the candidates, which we

1All experiments in this study are approved by our institution’s IRB.

denote as verifiable information. The fourth factor concerns a future
prediction made about the candidates, which we denote as the
predictive information. Specifically, these factors (along with the
corresponding ethical principle) are:

• Kidney Donor Status (Promoting social usefulness):
Whether the candidate has donated a kidney of their own in their
past. This is a binary feature, with possible values of {Not prior
donor, Prior Donor}.

• Wait Time (Treating people equally):
How long the candidate has been waiting to receive a kidney
transplant. This feature has possible values of {Less than 1 year,
1 year, 2 years, 3 years, 4 years, 5 years}.

• Kidney Disease Stage (Favoring the worst-off):
How severe the candidate’s kidney disease is. This is a binary
feature, with possible values of {Stage 4 (Severe kidney damage),
Stage 5 (Kidney failure or near-failure)}.

• Post-Transplant Survival Chance (Maximizing total benefits):
The predictive probability that the candidate will remain alive
after 5 years post-transplant. This feature has possible values
between 72% and 98%.

Based on the established ethical principle framework [33], there is a
preference ordering on each factor when all other factors are equal.
For example, if two candidates share the same values for kidney
donor status, kidney disease stage, and post-transplant survival
chance, the patient with longer wait time is preferred according
to the ethical principle. In our experiments, we presented different
scenarios to online workers to understand how humans make trade-
offs on these four factors, mapping to the four corresponding ethical
principles.

3.2 Experiment Design
To understand the effect of predictive information on human ethical
preferences, we conducted a randomized behavioral experiment
with two treatments.

• Treatment 1 (Verifiable Only): This treatment group was
shown the three factors of verifiable information. This repre-
sents the human priors on human ethical preferences, and gives
us a baseline to measure the effects of the predictive factors
against.

• Treatment 2 (Verifiable and Predictive): The treatment group
was shown both the three verifiable factors, and one factor based
on predictive information. We did not present the source, expla-
nation, or any other information about this predictive factor.

Each recruitedworkerwere asked to express their ethical preference
in 29 scenarios (the choice of the scenarios is described later). In
each scenario, workers were presented with two candidate profiles
and were asked to provide their preference on which candidate
should receive the kidney transplant first. We show an example of
what a worker in the second treatment (verifiable and predictive)
saw in Figure 1. Workers in the first treatment (verifiable only)
saw the same design, except they were not shown the predictive
information of post-transplant survival chance in the last row.
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Figure 1: The task interface for treatment 2 (verifiable and
predictive). The interface for treatment 1 (verifiable only)
is similar but does not contain the information of post-
transplant survival chance.

3.2.1 Scenario Selection. In the first treatment (verifiable only),
workers were only presented verifiable information about the can-
didates. Each of the three verifiable factors are ordinal, and we have
two candidates presented in each scenario, which we label as A and
B. This gives us three possible orderings for each factor: candidate
A is preferred over candidate B, candidate B is preferred over can-
didate A, and both candidates are equally preferred. Because we
have three factors and three orderings, we get 27 total scenarios of
factor orderings to assign. We discard the one scenario where both
candidates share the same values for all factors and are left with 26
scenarios. Each worker in the first treatment group will view each
of these 26 combinations once. Each combination is realized with
randomly generated values. If we want donor status to be equal,
we may display both patients as "Prior Kidney Donor", or both "Not
Prior Donor". If we want the wait time of A to be higher than B,
we may show 2 years and 1 year, or 5 years and 3 years, or any
other pair of values as long as the difference is no more than two
years. After the worker views the first 26 scenarios, we randomly
choose three of the scenarios shown and show these scenarios to
the worker again, with the exact same realization of the factor val-
ues. We do this as a consistency check, so we can determine the
quality of a particular worker’s data by how consistent their prefer-
ences are over these three repetitions of scenarios. To minimize the
potential presentation bias caused by the ordering of the scenarios,
we randomize the first 26 scenarios. To minimize the potential bias
caused by the ordering of the candidates, we randomize the order
of the candidates independently for each scenario.

In the second treatment (verifiable and predictive), workers were
presented both verifiable and predictive information about the
candidates. Note that the additional predictive factor is also ordinal,
with three directions. In the second treatment, each worker was also
presented 29 scenarios. To generate the combinations for the second
treatment group, we take the same 26 combinations as in the first
treatment, but when we present this to workers, we randomly select
a direction for the predictive information (whether the predicted
survival chance of one candidate is larger than, equal to, or smaller
than the other), and show this to workers. As with the wait time

feature, we randomly select a pair of values for each scenario, where
values can be between 72% and 98%, and constrain the difference
to be no more than 6%. We then again add three repeated scenarios
randomly drawn from the first 26 scenarios for consistency check.
We then apply the randomization procedure for the ordering of the
first 26 scenarios and the presentation order of the two candidates
in each scenario.

To examine our first hypothesis, we compare workers’ prefer-
ences in the first treatment with workers’ preferences in the second
treatment on the scenarios where the two candidates have the same
predicted survival chance. Given the number of scenarios in the
second treatment for the above comparison is only one-third of the
number of scenarios in the first treatment (as we randomly draw
the ordering of predictive information from the three possible or-
derings), during random treatment assignment, we assigned three
times more workers in the second treatment compared with the
number of workers assigned to the first treatment. To examine our
second hypothesis, we split the workers’ preference data collected
from the second treatment into three groups, based on the direction
of predictive information, and analyze how this direction affects
their ethical preferences.

3.2.2 Experiment Procedure. For this experiment, we recruited par-
ticipants by posting a HIT on Amazon Mechanical Turk (MTurk).
The HIT was only open to U.S. workers, and workers were paid
$0.80 after completing the job. The median hourly pay was $10.19.
In the preview page of the HIT, workers first viewed an instruc-
tion page, a sample scenario, and the consent form. Workers need
to agree to the consent form to accept the HIT and participate in
the experiments. After accepting the HIT, workers were randomly
assigned to one of the treatments, with 25% chance of being as-
signed to the first treatment and 75% chance of being assigned to
the second treatment. Workers were then shown a background page
explaining the factors used for determining which candidate would
receive a kidney. Workers were only presented the explanations
on the factors used in their corresponding treatments. Afterwards,
the workers began to evaluate kidney transplant scenarios. While
evaluating scenarios, workers were still able to reference the back-
ground information on transplants. Finally, workers were asked to
complete a short demographic survey.

3.2.3 Performance Measure. To measure workers’ ethical prefer-
ences from collected data, we use conjoint analysis to compute the
average marginal component effect (AMCE) of each factor (kidney
donor status, wait time, kidney disease stage, and post-transplant
survival chance). More concretely, for each factor, we select all
scenarios where the factor value is unequal, and aggregate the av-
erage number of times that workers select the higher value over
the lower value (recall that for each factor, there is an ethically
preferred direction). We calculate the percentage of workers who
select the higher value and the percentage of workers who select
the lower value, and denote the difference between these values
as Δ𝑃 . For example, to calculate ethical preferences for the kidney
donor status, we select all scenarios where one patient is a prior
kidney donor and the other patient is not, and measure the differ-
ence between the preference of the former and the preference of
the latter. This difference is the reported Δ𝑃 .
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3.3 Experiment Results
We recruited a total of 600 workers, with 184 workers being as-
signed to the first treatment, and 416 workers being assigned to the
second treatment. We discarded workers who were not completely
consistent on the three consistency check questions and report the
results for the 202 workers who were fully consistent. We have also
performed the same analysis on the entire worker pool, and the
results are qualitatively the same.

H1: Effect of equal prediction on human ethical preferences.
We first examine our Hypothesis 1, which claims that the addition
of equal predictions between candidates have no effect on human
ethical preference compared with no predictive information. To
evaluate this hypothesis, we compare the ethical preference from
the first treatment (verifiable only) and the ethical preferences from
the subset of samples with equal values in the predictive factor in
the second treatment (verifiable and predictive).

Figure 2: Effect of Equal Prediction. We present Δ𝑃 for each
verifiable factor and treatment.We also present 𝑝-values with
Bonferroni correction for multiple comparisons. There is no
significant difference between treatments in the Prior Donor
factor (𝑝 = .54). There is a significant difference between
treatments in the Wait Time factor (𝑝 = .045). There is a sig-
nificant difference between treatments in the Disease Stage
factor (𝑝 = .0057).

The results are shown in Figure 2. We compare Δ𝑃 (the differ-
ence between preferring the higher value in a factor and preferring
the lower value in a factor) for the three factors in verifiable in-
formation between the first treatment and the second treatment
where the predictive factor was equal between candidates. We also
apply Bonferroni correction to our significance tests to account for
multiple comparisons. The first treatment represents the baseline
of human ethical preferences when no predictive information is
available, and the second treatment represents situations where
predictive information is shown to humans, but does not favor
either candidate. We find that the presence of equal predictive in-
formation significantly decreases the ethical preference of Wait
Time from 0.194 to 0.097 (𝑝 = .045), significantly decreases the

ethical preference of Disease Stage from 0.435 to 0.319 (𝑝 = .0057),
and increases the ethical preference of Prior Donor from 0.278 to
0.330, though this increase is not significant (𝑝 = .54). These results
reject our first hypothesis, as we have shown that human ethical
preferences do change when predictive information is presented
and is equal across candidates.

Interestingly, these changes are not consistent for all ethical
preferences. We speculate that the reason for this is because hu-
mans may create their own predictions about the scenario based
on the verifiable information we present, but when we present an
externally sourced prediction about the scenario, they no longer
create their own predictions and instead use the prediction pro-
vided. For example, one possible conjecture for the explanation
of the result is that workers might think wait time and disease
stage is more predictive of survival outcomes than prior donor
status. Therefore, workers in the first treatment without predictive
information may have used these in forming their own predictions
which influence their ethical preferences. But when we present the
prediction, this supersedes their own prediction, and their final
preference is weighted less heavily towards wait time and disease
stage when predictive information is available.

H2: Effect of aligned prediction on human ethical prefer-
ences. We next examine our Hypothesis 2, which claims that the
addition of predictions that differ between candidates strengthens
human ethical preferences if the predictions are aligned with the
preferences. We also test the opposite side of this hypothesis, which
claims that the addition of predictions between candidates weakens
or even reverses human ethical preferences if the predictions are
aligned against with the preferences.

Figure 3: Effect of Prediction Alignment. We present Δ𝑃 for
each verifiable factor and treatment.We also present 𝑝-values
after scaling with Bonferroni correction. There is a signifi-
cant difference between a misaligned prediction and equal
prediction for all factors (𝑝 < .001). There is a significant
difference between a equal prediction and aligned prediction
for all factors (𝑝 < .003).

The results are shown in Figure 3, in which we compare the dif-
ference in Δ𝑃 in each factor based on the three possible directions
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of prediction alignment from the samples in the second treatment.
We also apply Bonferroni correction to our significance tests to
account for multiple comparisons. For each factor, we first select all
scenarios where the factor value is unequal in the second treatment.
We then split the samples into three groups (Aligned, Equal, or Mis-
aligned), depending on how the preference of the prediction aligns
with the preference of the verifiable factor. We then calculate the
values of Δ𝑃 , the difference between the ratio of workers choosing
the higher value and the ratio of workers choosing the lower value,
for each factor and each group. We find that for all factors, there is a
significant (𝑝 < .001) difference between misaligned prediction and
equal prediction, and that there is a significant (𝑝 < .003) difference
between equal prediction and aligned prediction.

These results support our second hypothesis that human ethical
preferences are strengthened when predictions are aligned with the
human preferences, and weakened when predictions are oppositely
aligned with the preferences.

Exploratory analysis. We performed additional exploratory anal-
ysis on the collected data to gain more insights on how human
ethical preferences are affected by predictive information. In par-
ticular, we expand our analysis for Hypothesis 2 and look at the
impact of not just the direction of the preference in predictions,
but the magnitude of prediction differences. Moreover, instead of
looking at individual factors, we look at how the predictive informa-
tion impacts human preferences as a whole. More concretely, using
the data collected in the first treatment (verifiable only), we can
determine the prior preferred candidate, the candidate who is more
preferred for each scenario (i.e., a pair of candidates with different
combination of factor differences) on the population-level in the
first treatment. We then split the scenarios in the second treatment
(verifiable and predictive) into 7 groups, where the difference be-
tween the survival chance of the prior preferred candidate and the
unpreferred candidate is {−6,−4,−2, 0, 2, 4, 6}. We then measure Δ𝑃
of the overall candidate preference (as opposed splitting up by di-
mension) for each group to understand the impact of the prediction
magnitude on the prior preference.

Figure 4: Effect of Prediction Magnitude. We present Δ𝑃 for
each magnitude of prediction difference, in blue. We also
present Δ𝑃 for the verifiable only treatment group, in black.

From the results in Figure 4, we can see how Δ𝑃 changes for
various magnitudes of prediction value difference. This trend is
monotonic, which makes sense intuitively, as we would expect that
a larger difference in prediction values has a bigger effect on ethical
preferences than a smaller difference in prediction values. However,
when the predictions are equal between candidates, workers’ ethical
preferences decreases compared with the verifiable only group. This
result again supports our first two hypotheses that adding predictive
information could impact human ethical preferences, even when
the predictive information does not seem to provide differentiating
information between candidates.

4 EXPERIMENT 2 - PREDICTION SOURCE
In this experiment, we investigate our second research question:
How the effect of predictive factors on human ethical preferences
changes based on the source of the prediction. Specifically, we aim
to find if there are differences if we tell workers that the prediction
was generated by a human doctor or an AI system. In particular,
we have the following hypothesis:

• H3: We hypothesize that the predictive factor has a stronger
effect on ethical preferences when the prediction is made by a
human doctor instead of an AI system.

This hypothesis aligns with our intuition, as well as prior research
which suggests that workers trust AI more than humans for ob-
jective decisions, but trust humans more than AI for subjective
decisions [27]. Though we aren’t directly measuring trust of the
prediction, one potential interpretation of a stronger reaction to
predictions made by one source over another is that workers trust
that source more, and we would expect workers to judge ethical
kidney allocation as a subjective decision.

4.1 Experiment Design
The overall experiment procedure is similar to Experiment 1. We
again run our experiment by posting a HIT for U.S. workers on Ama-
zon Mechanical Turk. Workers were paid $0.80 after completing
the task, and the median hourly pay was $9.12.

In order to examine whether there are differences if we tell the
user that the prediction was generated by a human doctor or AI,
we created two treatment groups with varying prediction sources.

• Treatment 1 (Doctor): The first treatment group was shown
the three demographic factors, the predictive factor, and an ex-
planation saying that the prediction was generated by a human
doctor.

• Treatment 2 (AI): The second treatment group was shown the
three demographic factors, the predictive factor, and an explana-
tion saying that the prediction was generated by an AI system.

Each recruited worker was asked to express their ethical preference
in 29 scenarios. The choice of the 29 scenarios is the same as the
second treatment in Experiment 1, with the addition of the predic-
tion source, which is given along with the predictive value. The
first 26 scenarios reflect all combinations of factors in verifiable
information and a random draw of predictive information. The last
three scenarios are randomly drawn from the first 26 for checking
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Figure 5: The task interface for treatment 2 (AI). The interface
for treatment 1 (Doctor) is similar except that “AI Prediction”
in the final row is replaced with “Doctor Prediction”.

worker consistency. We show an example of what a worker in the
second treatment (AI) saw in Figure 5. Workers in the first treat-
ment (doctor) saw the same design, except they were told that the
prediction is made by a doctor, and were presented an image of a
doctor instead of a robot.

4.2 Experiment Results
We recruited a total of 300 workers, with 156 workers being as-
signed to the first treatment, and 144 workers being assigned to the
second treatment. We discarded workers who were not completely
consistent on the three consistency check questions and report the
results for the 127 workers who were fully consistent. We have also
conducted the same analysis on the entire worker pool, and the
results are qualitatively the same.

H3: Effect of prediction source on human ethical preferences.
We examine our Hypothesis 3, which claims that the effect of predic-
tive information on ethical preferences varies based on the source
of the prediction (AI vs Human Doctor), and that a prediction
sourced from a Human Doctor has a stronger effect than a pre-
diction sourced from an AI.

In Figure 6, we see how Δ𝑃 changes based on the source of the
prediction for each human ethical preference factor. We also apply
Bonferroni scaling to our significance tests. We see that changing
the prediction source from AI to Doctor significantly decreases the
ethical preference of the prediction (𝑝 = .0316). This result rejects
our third hypothesis, as we actually see evidence suggesting that
human ethical preferences from a prediction are weakened when
the prediction source is a human doctor, and strengthened when
the prediction source is an AI. We see that changing the prediction
source from AI to Doctor increases the preference of Prior Donor,
Wait Time, and Disease Stage, though not significantly. Combining
both observations, one plausible conjecture is that workers might
believe that AI predictions are generated by incorporating all verifi-
able information. Therefore, their preferences are influenced more
by AI predictions instead of doctor predictions. Moreover, when AI
predictions are available, workers put a smaller weight on other

Figure 6: Effect of Prediction Source. We present Δ𝑃 for each
factor and treatment. We also present 𝑝-values after Bon-
ferroni correction for multiple comparisons. There is no
significant difference between treatments in the Prior Donor
factor, Wait Time factor, or Disease Stage. There is a signifi-
cant difference between treatments in the Predictive factor
(𝑝 = .0316).

factors as they might be incorporated in AI predictions already. Our
results suggest that how humans process predictions might vary
when the predictions are from different sources.

Exploratory analysis. In our post-scenario survey, we asked
workers to report the perceived trustworthiness of the predictive
information on a five-point scale, as well as demographic informa-
tion on age, gender, race, education level, and political leanings. We
find that workers in the doctor treatment rated perceived trustwor-
thiness of the prediction as 1.85/5, and workers in the AI treatment
rated the perceived trustworthiness of the prediction as 1.96/5. This
aligns with our results which showed that human preferences were
more influenced by AI predictions than human predictions, and
prior literature which suggests that humans trust AI more than
human experts [28]. It is interesting to note that the relative val-
ues of perceived trustworthiness were so low for both, especially
considering that the workers involved were laypeople, and prior
research shows that experts trust algorithms less than lay people
do [26–28].

We find that perceived trust is negatively correlated with levels
of education. Workers with a bachelor’s degree report 0.37 lower
perceived trust in predictions than workers without a bachelor’s
degree. Workers with a graduate degree report 0.36 lower perceived
trust in predictions than workers with a bachelor’s degree or lower.
This trends hold when we split workers by treatment (Doctor vs
AI). We speculate that cause for this trend is that as humans believe
themselves to be more capable, they tend to rely less on advice from
others [13].

In our main analysis, we analyzed the difference in Δ𝑃 values be-
tween the AI prediction and Doctor prediction. For context, the total
pool of workers have an average Δ𝑃 difference of 0.089. This value
can be considered as a proxy of the difference between humans’
reliance on AI prediction and the reliance on doctor prediction. To
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understand whether there exist individual differences, we break
this down by demographic. We find that workers above the age
of 40 have a Δ𝑃 difference of 0.027, while workers below the age
of 40 have a Δ𝑃 difference of 0.122, suggesting that the majority
of difference in overall workers is based on age, where younger
workers’ preferences are more influenced by AI predictions than
doctors’ predictions, compared to older workers. We find that male
workers have a Δ𝑃 difference of 0.072, while female workers have
a Δ𝑃 difference of 0.080, which does not suggest a strong contrast
according to gender. We find that liberal workers have a Δ𝑃 differ-
ence of 0.058, while conservative workers have a Δ𝑃 difference of
0.101. Interestingly, conservative workers have higher values of Δ𝑃
than liberal workers regardless of source, with Δ𝑃 values of 0.407
and 0.276, respectively. While the presented results are not causal,
the results as a whole suggest that there are individual differences
in how humans incorporate AI/doctor predictions, and it would be
an interesting future direction to further explore these individual
differences.

5 DISCUSSION
In this section, we discuss the limitations, implications, and future
work of our study.

Limitations and generalizability. Our study has a few limita-
tions. First, our work has used the domain of kidney transplants
as a case study to investigate how predictive information affects
human ethical preferences. We believe this domain is representa-
tive of the family of problem domains involving allocating scarce
medical interventions, e.g., organ transplants, vaccine distributions,
or ventilator allocation. Relaxing the application beyond medical
domains, our problem domain is in the family of domains involving
allocation of scarce societal resources, such as allocating homeless-
ness resources to people in need. We conjecture that the results of
our study are very likely to generalize to the domains of medical
resource allocation and are also likely to generalize to scarce soci-
etal resource allocation. However, it is also possible that our results
will not directly generalize to these domains due to the uniqueness
of the domain of kidney transplantation. Therefore, more future
studies should be conducted to examine the generalizability of our
results in other domains thoroughly.

We have conducted our experiments on Amazon Mechanical
Turk. Due to the distributed nature of crowd work, we can not
guarantee that workers have sufficiently engaged with the tasks
and expressed their true preferences. While we have checked their
answer consistency to remove potential noisy responses, the hypo-
thetical nature of the presentation of the moral dilemma (as also
adopted in prior works) might not provide a true reflection of what
human ethical preferences would be when facing the scenarios in
real life. Moreover, we have surveyed the ethical preferences from
a general population of laypeople, who might also have different
interpretations of the moral dilemma (e.g., whether they think an-
other kidney will be available soon). It might be interesting/helpful
to survey the preferences from relevant domain stakeholders. For
example, in the domain of kidney transplants, we might want to
also elicit preferences from medical doctors or policy makers. In the
domain of autonomous vehicles, wemight want to elicit preferences
from car manufacturers, drivers, or pedestrians.

Implications of our results. Despite the limitations, our findings
suggest a few important implications. First, our results suggest
that the inclusion of predictive information impacts human ethical
preferences in a nontrivial manner. Humans might consider what
other factors might have already been incorporated in generat-
ing the predictive information and adjust their ethical preferences
accordingly. We do not have a definite answer on how humans
process predictive information. However, as predictive information
is becoming increasingly involved in ethical decision making, it is
important to understand how humans incorporate predictive infor-
mation in forming their ethical preferences. Moreover, as shown
in our exploratory analysis in Section 4.2, there exist individual
differences in how people process predictive information. It is there-
fore important to take this into account when utilizing the elicited
information to inform the design of AI systems.

Another important implication is on the robustness of elicited
ethical preferences. Our results demonstrate that human ethical
preferences could change significantly depending on how infor-
mation is presented to them (e.g., highlighting the source of pre-
dictive information). This suggests that the elicited human ethical
preferences might not be entirely robust and might be subject to
information manipulation. While the growing literature on partici-
patory design [25, 31, 46] have attempted to involve stakeholders
in shaping the design of AI systems, our results suggest that, using
the techniques from the literature on information design [20, 40],
the advantageous party (e.g., the party that performs the elicitation)
might strategically choose the information presentation to lead
populations to express preferences that align with their objective.
It is therefore important to understand under what conditions and
to what extent we might rely on these elicited human preferences
to guide the design with the goal of aligning AI with human values.

Future work. Our work has presented interesting findings on how
predictive information affects human ethical preferences. However,
there are still a lot of open questions that deserve future study.
For example, how do human ethical preferences change when the
presented predictive information becomes more accurate? If we
explain how the predictive information is generated, does it im-
pact how humans incorporate the information into their ethical
preferences? Again, as predictive information becomes more ubiq-
uitous, it is important to have a better understanding on how the
presence and presentation of the predictive information impact
humans. Moreover, as brought up by the above discussion on the
limitations and implications, more studies on different problem do-
mains and the populations surveyed would help us understand the
generalizability of the results. It is also important to study how to
leverage this elicited information to inform the design of AI systems
and whether the elicited information is robust against potential
manipulations.

6 CONCLUSION
In this work, we study the impacts of the presence and the source
of predictive information on human ethical preferences. Using kid-
ney transplants as a case study, we conducted randomized online
experiments on Amazon Mechanical Turk. We presented scenarios
where two candidates needed a kidney transplant but only one was
available, and asked MTurk workers to express their preference
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on which candidate should receive the kidney first. We designed
two experiments to examine the impacts of predictive information
on human ethical preferences. We find that, when the predictive
information is presented, even when the information is equal across
two candidates, human preferences on different ethical dimensions
change compared to the preferences without predictive information.
When the predictive information aligns with existing preferences of
the population, the preferences are further strengthened. Moreover,
we investigate whether the source of the predictive information (i.e.,
from AI or from human experts) impacts human ethical preferences.
We find that workers overall are influenced by AI predictions more
than predictions from a human doctor. Moreover, when predictions
from AI are presented, the impact of verifiable information on ethi-
cal preferences decreases more compared to when predictions are
from a human doctor, possibly suggesting that workers are more
likely treat an AI prediction as a summary of other verifiable in-
formation. As predictive information is increasingly integrated in
ethical decision making, our results suggest that it is important
to conduct more studies that involve the presence of predictive
information. Moreover, since human ethical preferences are im-
pacted by the presentation of the information (e.g., highlighting the
source of the prediction), elicited human ethical preferences might
not be robust and consistent across different elicitation methods.
It is important to take this into account when utilizing the elicited
information to inform the design of AI systems.
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