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A EMPIRICAL EXAMINATIONS OF IMPACTS
OF LLM-POWERED ANALYSIS IN
AI-ASSISTED DECISION MAKING
(ADDITIONAL DETAILS)

The full demographic information and statistics of participants
in the study of this phase (where we have three treatments, i.e.,
Control, Seq, and All) for the income prediction and recidivism
prediction tasks are shown in Table A.1 and Table A.2, respectively.

B COMBINING HUMAN DECISIONS AND AI
PREDICTIONS

In the main paper, we aim to measure the reliability of AI model
recommendations. Following previous research [2, 6], we combined
independent human decisions with AI model predictions to deter-
mine the targeted decision for each task instance. We evaluated
the human-AI combination method [2] and several truth inference
methods used in crowdsourcing for truth discovery. We detailed
the process of evaluation below.

Simulating Human Independent Decision. To understand how hu-
mans independently make decisions on the task instance, we first
conducted a pilot study on Prolific to collect independent human
decision behavior data on income prediction tasks and recidivism
prediction tasks. We recruited 40 participants for each task. Each re-
cruited participant needed to complete 15 tasks. With the collection
of human behavior data, we then fitted two-layer neural networks
to simulate human independent decision behavior. We optimized
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these independent behavior models using Adam [3] with an initial
learning rate of 1𝑒 − 4 and a batch size of each training iteration
of 128. The number of training epochs is set as 10. The average
accuracy of 5-fold validation for the fitted decision models is 0.81
for the income prediction task and 0.84 for the recidivism task, both
of which we found to be satisfactory. We then utilized these fitted
models to simulate independent human decisions 𝑦ℎindependent in
the human-AI combination process to determine the potentially
better decisions.

Comparing Combination Performance. We consider the human +
AI combination method proposed in [2] and a few truth inference
methods in crowdsourcing as baselines in the evaluation, including
GLAD [7], CATD [4], LFC [5], EM [8], and MV [8]. These methods
combine the human independent decisions 𝑦ℎindependent predicted
by the fitted independent human behavior models and AI model
recommendations 𝑦𝑚 to produce combined decisions 𝑦combine. The
accuracy of 𝑦combine on holdout task pools when using different
methods to combine humans’ (predicted) independent decisions and
AI’s decision recommendation is reported in Table B.1. In general,
we found that the human + AI combination method proposed in [2]
outperforms other baselines. By integrating human decisions with
AI predictions, this method shows superior performance to either
AI solo or human solo across the two types of decision making
tasks. Consequently, we used the combined decisions 𝑦combine from
the human + AI combination method as the targeted decision in
subsequent experiments to select the LLM rationale analysis.

C ALGORITHMIC SELECTION OF
LLM-POWERED ANALYSIS IN AI-ASSISTED
DECISION MAKING (ADDITIONAL
DETAILS)

C.1 Algorithmic Framework Setting
The initial hidden state distributionP(𝒉0 |𝒙, 𝑦𝑚 ;𝜽 init) is modeled as
a Gaussian distribution conditioned on the task 𝒙 and the AI model
prediction𝑦𝑚 . Specifically, it is represented asN(𝒉0; 𝝁𝜽 init (𝒙, 𝑦

𝑚), 𝚺𝜽 init (𝒙, 𝑦𝑚)),
where 𝝁𝜽 init and 𝚺𝜽 init are parameterized by one-layer feedforward
networks. For state updating, we also use a Gaussian distribution to
characterize this process asN(𝒉𝑡 ; 𝝁𝜽update

(𝒓𝑡 , 𝑎𝑡 ,𝒉𝑡−1), 𝚺𝜽update (𝒓𝑡 , 𝑎𝑡 ,𝒉
𝑡−1)).

Here, 𝒓𝑡 is encoded as three parts: (1) the text embedding of the
LLM-powered analysis encoded with a BERT model [1]; (2) the task
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Demographics Control
(𝑁 = 41)

Seq
(𝑁 = 45)

All
(𝑁 = 48)

Gender
Male 26.9% 53.3% 37.5%
Female 73.1% 44.4% 60.4%
Others 0 2.3% 2.1%

Age
Below 35 60.9% 46.7% 54.1%
35 -44 29.2% 33.3% 16.7%

45 or above 9.9% 20% 29.2%

Race

White 51.2% 68.8% 58.4%
Black 7.3% 24.4% 14.5%

Hispanic 17.1% 2.2% 14.6%
Others 24.4% 4.4% 12.5%

Education

High school or lower 21.9% 4.5% 4.2%
Some college 26.8% 28.9% 43.75%

Bachelor Degree 36.5% 46.6% 31.3%
Graduate school or higher 14.6% 20% 20.8%

Average Trust with AI systems 2.75 3.26 3.16
Average knowledge level with AI systems 2.53 2.95 2.66

Table A.1: Details of the demographic backgrounds of participants for empirical examinations of the impact of LLM-powered
analysis in the income prediction task. 𝑁 represents the number of participants in that treatment.

Demographics Control
(𝑁 = 49)

Seq
(𝑁 = 40)

All
(𝑁 = 61)

Gender
Male 38.7% 37.5% 31.1%
Female 57.1% 62.5% 68.9%
Others 4.2% 0 0

Age
Below 35 47.1% 37.5% 45.9%
35 -44 38.7% 27.5% 27.4%

45 or above 14.2% 35% 26.7%

Race

White 73.4% 67.5% 60.7%
Black 10.2% 12.5% 14.7%

Hispanic 4.1% 7.5% 6.6%
Others 12.2% 12.5% 18.0%

Education

High school or lower 16.3% 12.5% 22.3%
Some college 24.4% 32.5% 23.5%

Bachelor Degree 36.7% 40% 36.1%
Graduate school or higher 22.5% 15% 18.1%

Average Trust with AI systems 3.06 2.82 2.88
Average knowledge level with AI systems 2.77 2.72 2.78

Table A.2: Details of the demographic backgrounds of participants for the empirical examinations of the impact of LLM-powered
analysis in the recidivism prediction task. 𝑁 represents the number of participants in that treatment.

Human Solo AI Solo Human + AI GLAD CATD LFC EM MV
Income Prediction 0.61 0.73 0.76 0.62 0.74 0.61 0.60 0.69

Recidivism Prediction 0.54 0.58 0.61 0.59 0.61 0.58 0.59 0.62
Table B.1: Comparing the accuracy of different combination methods in the income prediction and recidivism prediction tasks,
respectively. The best result in each row is highlighted in bold.

feature that the LLM focuses on analyzing in this analysis (e.g.,
a person’s occupation, a defendant’s charge degree); and (3) the
LLM’s analysis on the polarity of this feature towards the final deci-
sion, which can be positive, neutral, or negative. For example, in the

recidivism prediction task, a positive polarity indicates that the LLM
believes that the feature will increase the probability of reoffending,
a neutral polarity indicates that it has no effect, and a negative
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polarity indicates that it will decrease the probability of reoffend-
ing. 𝝁𝜽update

and 𝚺𝜽update are parameterized by one-layer LSTM-like
feedforward networks. The 𝒉𝑡−1 is iteratively computed starting
from the initial values: 𝒉0 ∼ N(𝒉0; 𝝁𝜽 init (𝒙, 𝑦

𝑚), 𝚺𝜽 init (𝒙, 𝑦𝑚)). The
dimension of the hidden state 𝒉𝑡 is set as 128. For the final decision
making, we employ a two-layer multilayer perceptron to model the
decision based on the last hidden state.

C.2 Demographic Information of Participants
The full demographic backgrounds of participants in the study of
this phase (where we have five treatments, i.e., Control, Seq, All,
Alg, and Rank) for the income prediction and recidivism prediction
tasks are shown in Table C.1 and Table C.2, respectively.

D LLM-POWERED ANALYSIS EXAMPLES
D.1 Income Prediction Task
Table D.1 provides additional examples of the GPT-4’s analysis for
the income prediction task.

D.2 Recidivism Prediction Task
Table D.2 provides additional examples of the GPT-4’s analysis for
the recidivism prediction task.
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Demographics Control
(𝑁 = 66)

Human-Solo
(𝑁 = 52)

Seq
(𝑁 = 85)

All
(𝑁 = 91)

Rank
(𝑁 = 53)

Alg
(𝑁 = 100)

Gender
Male 40.9% 36.5% 41.2% 48.4% 51.8% 52.0%
Female 57.6% 59.6% 55.3% 51.6% 46.3% 47.0%
Others 1.5% 3.9% 3.5% 0 1.9% 1.0%

Age
Below 35 49.9% 48.1% 46.9% 30.8% 51.4% 47.0%
35 -44 31.8% 25.0% 27.1% 33.0% 24.1% 26.0%

45 or above 18.3% 26.9% 26.0% 36.2% 24.5% 27.0%

Race

White 69.7% 57.6% 61.2% 57.1% 57.4% 67.0%
Black 10.6% 25% 20% 22.0% 20.3% 15.0%

Hispanic 9.1% 13.5% 2.4% 9.9% 11.2% 6.0%
Others 10.6% 3.9% 16.4% 11.0% 11.1% 12.0%

Education

High school or lower 6.1% 3.8% 4.7% 8.8% 9.3% 20.0%
Some college 30.3% 32.7% 29.4% 28.6% 24.1% 29.0%

Bachelor Degree 45.5% 30.7% 47.1% 42.9% 51.8% 37.0%
Graduate school or higher 18.1% 32.8 18.8% 19.7% 14.8% 14.0%

Average Trust with AI systems 2.86 3.55 3.29 3.32 3.29 3.09
Average knowledge level with AI systems 2.43 3.38 2.85 3.03 3.01 2.71

Table C.1: Details of the demographic backgrounds of participants for the evaluation of the effectiveness of the proposed
algorithmic selection of LLM-powered analysis in the income prediction task. 𝑁 represents the number of participants in that
treatment.

Demographics Control
(𝑁 = 84)

Human-Solo
(𝑁 = 49)

Seq
(𝑁 = 59)

All
(𝑁 = 68)

Rank
(𝑁 = 49)

Alg
(𝑁 = 88)

Gender
Male 41.6% 43.1% 47.3% 38.2% 15.2% 38.6%
Female 57.1% 56.9% 50.9% 58.9% 82.6% 60.2%
Others 1.3% 0% 1.8% 2.9% 2.2% 1.2%

Age
Below 35 41.6% 35.2% 43.8% 44.1% 47.7% 61.3%
35 -44 34.5% 39.2% 22.80% 33.8% 19.5% 20.4%

45 or above 23.9% 25.6% 33.4% 22.1% 32.8% 18.3%

Race

White 60.7% 56.8% 71.9% 60.3% 63.1% 62.5%
Black 16.7% 29.4% 15.8% 14.7% 26.1% 14.7%

Hispanic 8.3% 7.8% 0 4.4% 6.5% 9.1%
Others 14.3% 6.0% 12.3% 20.6% 4.3% 13.7%

Education

High school or lower 17.8% 3.9% 10.5% 16.1% 17.4% 5.7%
Some college 28.6% 29.4% 19.2% 29.4% 34.7% 34.1%

Bachelor Degree 31.0% 43.1% 49.1% 33.8% 34.8% 46.6%
Graduate school or higher 22.6% 23.5% 21.2% 20.7% 13.1% 13.6%

Average Trust with AI systems 3.15 3.35 3.00 3.14 2.73 3.03
Average knowledge level with AI systems 2.90 3.47 2.75 2.94 2.63 2.95

Table C.2: Details of the demographic backgrounds of participants for the evaluation of the effectiveness of the proposed
algorithmic selection of LLM-powered analysis in the recidivism prediction task. 𝑁 represents the number of participants in
that treatment.
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Income Prediction

Gender

Value: Female
Concept: Gender can influence earning potential due to societal and systemic inequalities.
In this case: As a female, there might be gender pay gaps present, which decreases the likelihood of making over
$50000 per year.

Age

Value: 56
Concept: Middle-aged individuals often have more work experience, which can lead to higher income.
In this case: At 56, the person likely has significant experience, which increases the likelihood of making over
$50000 per year.

Education Level
Value: 10 years
Concept: Higher education is commonly linked to higher earning potential.
In this case: With 10 years of education, this might be slightly below the threshold for high-earning positions,
which decreases the likelihood of making over $50000 per year.

Marital Status

Value: Divorced
Concept: Married individuals might have dual incomes or more stability, affecting income levels.
In this case: Being divorced may lead to financial strain and does not provide the potential dual income advantage
of married couples, which decreases the likelihood of making over $50000 per year.

Occupation

Value: Sales
Concept: Certain professions have higher average incomes than others.
In this case: Sales positions vary greatly in income, but without further specifics, it’s challenging to determine,
which has no impact on the likelihood of making over $50000 per year.

Work Type

Value: Self-employed
Concept: The class of work can affect income level, with self-employed individuals having a high variance in
earnings.
In this case: Being self-employed in sales might offer high earning potential if the business is successful, which has
no impact on the likelihood of making over $50000 per year due to the variability in success amongst self-employed
individuals.

Working Hour
Per Week

Value: 48
Concept: Working more hours can lead to higher income, especially in jobs with overtime pay or higher rates for
longer hours.
In this case: As a female, there might be gender pay gaps present, which decreases the likelihood of making over
$50000 per year.

Table D.1: Analysis of the Income Prediction task.
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Recidivism Prediction

Gender

Value: Female
Concept: Gender may impact recidivism predictions due to societal perceptions and treatment of different genders
within the criminal justice system.
In this case: Being female, which generally decreases the likelihood of recidivating compared to males, reflecting
broader trends in criminal behavior and recidivism.

Age

Value: 23
Concept: Younger individuals are statistically more likely to reoffend, possibly due to lack of stability, economic
opportunities, or maturity.
In this case: At the age of 23, which increases the likelihood of recidivating, as younger age is often associated
with higher recidivism rates.

Race

Value: Black (African American)
Concept: Societal and systemic biases related to race can influence recidivism predictions, with some races potentially
facing harsher predictions due to historical and ongoing discrimination.
In this case: Being Black (African American), which might increase the likelihood of recidivating due to systemic
biases that affect judiciary outcomes.

Prior
Non-juvenile

Crimes

Value: 0
Concept: The number of prior criminal charges is a strong predictor of recidivism, with more priors indicating a
higher risk.
In this case: With no non-juvenile criminal charges, which decreases the likelihood of recidivating, suggesting a
lack of previous engagement with the criminal justice system.

Juvenile
Misdemeanor

Crimes

Value: 0
Concept: Juvenile misdemeanors indicate lesser criminal involvement than felonies but can still reflect patterns of
behavior leading to recidivism.
In this case: Having no juvenile misdemeanor charges, which decreases the likelihood of recidivating, representing
a lower early involvement in criminal activities.

Juvenile Felony
Crimes

Value: 0
Concept: Juvenile felony charges are considered indicators of early criminal behavior, which can predict future
recidivism.
In this case: Having no juvenile felony charges, which decreases the likelihood of recidivating since early criminal
behavior is not present.

Charge Issue

Value: Driving While License Revoked
Concept: The specific nature of the current charge can influence recidivism predictions, with certain offenses
considered more likely to lead to reoffending.
In this case: Charged with Driving While License Revoked, which has no impact on the likelihood of recidivating
as it may not directly indicate a higher risk of violent or more serious criminal behavior.

Charge Degree
Value: Felony
Concept: The severity of the charge can predict recidivism, with felonies often leading to harsher predictions than
misdemeanors.
In this case: Facing a felony charge, which increases the likelihood of recidivating because felonies are associated
with more severe criminal behavior.

Table D.2: Analysis of the Recidivism Prediction task.
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