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Abstract

In an era marked by rampant online misinformation, artificial intel-
ligence (AI) technologies have emerged as tools to combat this issue.
This paper examines the effects of AI-based credibility indicators in
people’s online information processing under the social influence
from both peers and “experts”. Via three pre-registered, randomized
experiments, we confirm the effectiveness of accurate AI-based
credibility indicators to enhance people’s capability in judging
information veracity and reduce their propensity to share false
information, even under the influence from both laypeople peers
and experts. Notably, these effects remain consistent regardless of
whether experts’ expertise is verified, with particularly significant
impacts when AI predictions disagree with experts. However, the
competence of AI moderates the effects, as incorrect predictions
can mislead people. Furthermore, exploratory analyses suggest that
under our experimental settings, the impact of the AI-based cred-
ibility indicator is larger than that of the expert’s. Additionally,
AI’s influence on people is partially mediated through peer influ-
ence, although people automatically discount the opinions of their
laypeople peers when seeing an agreement between AI and peers’
opinions. We conclude by discussing the implications of utilizing
AI to combat misinformation.

CCS Concepts

• Human-centered computing → Empirical studies in HCI; •
Computing methodologies→Machine learning.
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1 Introduction

Thewidespread presence of onlinemisinformation (i.e., “fake news”)
across social media has become a major challenge for citizens with
many negative real-life consequences, from generating misconcep-
tions to fueling distrust or even putting lives at risk [94, 114, 119,
129]. To help people tackle this challenge, many social media plat-
forms have opted to provide their users with credibility indicators
alongside news stories. The hope is that these indicators can help
people better detect misinformation and therefore reduce their en-
gagement with them. While social media platforms today largely
utilize manual fact-checking to assess the credibility of different
information [7, 18, 136], the rapid development of artificial intelli-
gence (AI) technologies has shown the promise of scaling up this
process by automating the assessment [40, 105, 122]. In fact, some
platforms have already developed AI-based tools to signal potential
misinformation to fact-checkers to speed up their work [3], and
researchers have explored various designs to improve the accuracy
of AI-based credibility indicators [30, 60, 67] and increase their
impact on people [22, 27, 61].

Meanwhile, to understand the usefulness of the AI-based credi-
bility indicators to end users on social media, it is critical to examine
whether providing AI-based credibility indicators along with news
can help users accurately evaluate the veracity of the news and
dissuade them from sharing false information. A few recent studies
have shown that when people consume information independently,
the presence of AI-based credibility indicators can indeed improve
their capability for differentiating true and false information and
decrease their tendency to share fake news [42, 101, 134]. However,
the real-world social media environment is much more complex. In
reality, news often gets spread in the social network along different
“paths.” This means that when a user receives a piece of news, many
other users on social media (i.e., the preceding users on the prop-
agation path of the news) may have already read about the news.
These preceding users may have even made some judgements about
the credibility of the news that can be seen by the current user (e.g.,
via comments), which may influence their perceptions of and en-
gagement with the news. To make this even more complicated, the
influence of each of these preceding users may not be the same. For
example, for news in domains that require specialized knowledge
(e.g., health news), one may consider experts’ judgements to be
more trustworthy and thus be influenced by experts more than
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their laypeople peers [76, 84, 99]. Thus, our first goal in this study
is to answer the following question:

RQ1: When people’s perceptions of information cred-
ibility are influenced by both peers and experts, can
the presence of AI-based credibility indicators help
people better detect misinformation and reduce the
spread of misinformation?

There are reasons to conjecture the answer either way. On the
one hand, the AI-based credibility indicators, when accurate, may
help reduce misinformation because they may trigger the machine
heuristic among users [113]—Users may decide to align their belief
in the veracity of the news with the AI model’s predictions as they
believe AI systems are “powerful” and will likely generate accurate
predictions. If many of the preceding users do so due to their ex-
posure to the AI-based credibility indicators, the positive effects of
AI-based credibility indicators may even be amplified by the “band-
wagon effect”, i.e., people’s tendency to follow what others think
or do [58, 72, 78]. On the other hand, if users exhibit the “authority
heuristic” [113] and mostly rely on the experts’ opinions to form
their own judgements, then the presence of AI-based credibility
indicators may have limited impacts on them. It is also possible
that users may start questioning the trustworthiness of AI-based
credibility indicators after seeing some of their preceding users held
beliefs about news veracity that were directly opposed to the AI’s
assessments; this again may imply minimal effects of the AI-based
credibility indicators.

In addition, we speculate that when people are influenced by
peers and experts, whether and to what extent AI-based credibility
indicators can help reduce misinformation may be moderated by
some contextual factors. This leads to our additional questions:

RQ2: Does the agreement between the expert and the
AI-based credibility indicator (i.e., whether they agree
on the credibility of a piece of information) moderate
the effects of AI-based credibility indicators?
RQ3: Do the effects of AI-based credibility indicators
change when the expert’s expertise is verified, com-
pared to when the expert’s expertise is self-claimed?
RQ4: How do the effects of AI-based credibility indi-
cators change when the competence of the AI-based
credibility indicator varies (e.g., when the AI-based
credibility indicator has varying levels of accuracy)?

Again, it is difficult to make ex-ante predictions to these ques-
tions. For example, the effects of AI-based credibility indicators can
be larger when the expert agrees with AI than when they disagree
with each other, if people only consider AI predictions that are
consistent with experts’ judgements to be trustworthy. However,
if people always believe in AI predictions more than the experts,
we may arrive at the opposite conclusion. Similarly, the ways that
people weigh the opinions of different parties (e.g., peers, experts,
and AI) may significantly differ depending on whether the experts’
expertise is verified or the competence level of AI, thus leading to
challenges to answer RQ3 and RQ4, respectively.

Therefore, to answer these questions, we conducted a series
of three pre-registered, randomized human-subject experiments
on Amazon Mechanical Turk (MTurk). Participants in our experi-
ments were recruited to review health-related news and determine

their willingness to share them. To mimic how news gets diffused
in social networks, when reviewing a piece of news, participants
could also view the veracity judgements made by all preceding
participants who had reviewed it. Moreover, among these preced-
ing veracity judgements, we artificially inserted an “expert judge-
ment”. Specifically, in Experiment 1, we told participants that the
expert’s expertise in related domains (e.g., medicine, nursing, etc.)
was claimed by themselves. Participants were randomly assigned to
one of the two treatments—in the control (“No AI”) treatment, par-
ticipants did not have access to the AI-based credibility indicators
when reviewing the news, while participants in the experimen-
tal (“AI presented”) treatment had access. In the AI presented
treatment, the credibility indicator was based on an AI model that
was perfectly accurate in differentiating true and false information;
this allowed us to examine the best possible effects that might be
brought up by an “ideal” AI-based credibility indicator in reducing
people’s belief in and engagement with misinformation when they
are subject to influences from both peers and experts.

To explore the potential moderating effects of contextual factors,
we further conducted two replication studies of Experiment 1. In
particular, in Experiment 2, we used the same perfectly accurate
AI-based credibility indicator as that used in Experiment 1, but we
informed participants that the experts’ expertise had been verified.
On the other hand, in Experiment 3, we followed the design of
Experiment 1 to inform participants that experts’ expertise was self-
claimed. However, different from that in Experiment 1, in addition
to the control “No AI” treatment, we created two experimental
treatments involving the presence of AI-based credibility indicator
by varying the competence level of AI, i.e., the “High Accuracy
AI” and “Low Accuracy AI” treatments, and the accuracy of the
AI-based credibility indicator was 80% and 55%, respectively, in
these two treatments (see Table 1 for an overview of the designs of
our three experiments).

Our experimental results show that when people are subject
to both peer influence and expert influence, the presence of accu-
rate AI-based credibility indicators can still significantly improve
their ability to differentiate true information from false informa-
tion and decrease their engagement with misinformation. This is
true both when the expert’s expertise is self-claimed and when it
is verified, and the impacts of AI-based credibility indicators are
larger when the experts’ judgement and the AI prediction on news
veracity do not align with one another. However, these positive
effects of the AI-based credibility indicators heavily rely on the
AI-based credibility indicators being accurate—as people lack the
capability of differentiating the correctness of AI predictions, AI-
based credibility indicators could also lead to undesirable effects
on people’s recognition of and engagement with misinformation
when AI makes mistakes. Via a few exploratory analyses, we fur-
ther reveal that the AI-based credibility indicators partially exert
their effects on people via influencing their laypeople peers’ ve-
racity judgements. As such, people appear to slightly discount the
opinions of their laypeople peers in determining the credibility of
different information if they find the majority of their peers agree
with the AI-based credibility indicator. It was also found that under
our experimental settings, the total effects of AI-based credibility
indicators on people’s perceptions of and engagement with news,
including their direct and indirect effects, are larger than those of
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Experiment 1 Experiment 2 Experiment 3

Treatment No AI v.s. AI Presented No AI v.s. AI Presented No AI v.s. High Accuracy AI v.s. Low Accuracy AI
AI Accuracy 100% 100% Low Accuracy AI: 55%, High Accuracy AI: 80%

Expert’s Expertise Self-claimed Verified Self-claimed
Targeted Research Questions RQ1, RQ2 RQ3 RQ4

Table 1: Summary of the design of the three experiments.

the expert’s. Together, these results highlight both the promise and
potential limitations of leveraging AI-based credibility indicators
to combat misinformation in real-world social media.

2 Related Work

2.1 Misinformation and Interventions

As an issue with far-reaching social impacts, misinformation has
sparked great research interest, especially after the rise of social net-
works that make it easy to spread [1, 50, 126, 139]. Researchers have
looked into the harms of misinformation [5, 6, 54, 91] and found its
impact varies across contexts. For example, in low-stake scenarios
such as entertainment [16, 68], misinformation is often used to ma-
nipulate perceptions or spark arguments. However, in high-stakes
domains like politics [48, 83, 111] and health [112, 115, 127], mis-
information poses more severe risks, potentially leading people to
make inappropriate decisions with harmful consequences [79, 109].
Researchers also investigated the diffusion patterns of misinfor-
mation [11, 26, 36, 117, 123], and why people believe in and share
misinformation [31, 39, 53, 89, 90, 121].

Recently, the issue of misinformation has become an increased
concern, as the creation and spreading of misinformation becomes
increasingly easy in the era of AI [43, 130]. In response, many inter-
ventions have been proposed to protect people from beingmisled by
misinformation and reduce their engagement with misinformation.
Early approaches focus on leveraging users’ own capabilities to
judge the credibility of information. For instance, accuracy prompt-
ing encourages users to critically think about the credibility of news
stories before engaging with them [8, 47, 86, 87]. Another approach
involves promoting strategies such as lateral reading, where users
could verify information veracity by consulting multiple sources
or searching online to make more informed judgments [45, 82].
Additional methods have also been developed to enhance users’
capabilities in detecting potential misinformation. For instance,
platforms may share expert consensus on a topic to “inoculate” the
public against false information [10, 20, 120, 120], and systems have
been developed to help center users’ engagement with information
around credibility [44]. These methods are relatively lightweight,
though ultimately their effectiveness is based on the capability of
users to learn to differentiate true and false information by them-
selves and make informed judgment.

Another more straightforward approach to assist people in com-
bating misinformation is to conduct fact-checking and provide
credibility signals along with the information. For example, so-
cial media platforms often signal the credibility of information to
users through warning labels [13, 38, 49, 98]. It was found that
these warning labels can often effectively reduce the perceived ac-
curacy of misinformation by people and reduce people’s intention

to share misinformation [18, 71, 74, 103, 124, 134]. However, these
warning labels are often produced based on manual fact-checking,
relying on judgments of professional fact-checkers [35, 70, 73] or
crowd-sourced annotations [34, 55, 88, 95, 118]. Although effective,
this manual process is costly and struggles to scale with the rapid
growth of content on online platforms.

2.2 AI-based Credibility Indicators

In recent years, extensive empirical research has explored whether
and howAImodel recommendations impact human decision-making
in a wide range of scenarios [14, 15, 56, 59, 65, 66, 97, 135]. In the
context of information spread, many efforts have been made to
develop AI-based tools (e.g., machine learning models) to auto-
matically evaluate the credibility of different information [21, 46,
52, 62, 63, 75, 92, 106, 131, 133]. The rise of generative AI has fur-
ther accelerated this progress by improving the performance of
classifiers [30, 60, 67], and enabling new interactive fact-checking
systems [116, 132, 137]. These advancements bring about the pos-
sibility of providing real-time, AI-based credibility indicators to
people as they process the information.

In some of the most recent experimental studies, it has been
found that presenting AI models’ predictions on the veracity of
news to people can significantly increase people’s ability to detect
fake news and decrease their propensity to share fake news [42, 64,
80, 101, 134]. Meanwhile, the effectiveness of AI-based credibility
indicators is also impacted by a wide range of factors [61]. For
example, explanations are widely considered to enhance the effec-
tiveness of AI-based credibility indicators by providing rationales
for veracity judgments [22, 27]. Schmitt et al. [96] found that free
text explanations could help improve non-experts’ performance
in detecting misinformation. On the other hand, Seo et al. [100]
found that the framing of the explanations provided by AI-based
credibility indicators moderates the effectiveness of the indicators.
There are also studies that reveal null effects or time-varying effects
of AI-based credibility indicators. For example, in some cases, it
was found that AI-based warning labels on news headlines can
not improve people’s understanding of the veracity of the news,
especially when they are convincingly wrong [23, 25, 107]. In ad-
dition, when personalized AI models are trained to be tailored to
an individual’s assessment of information credibility, the impact
of personalized AI on people’s credibility judgments was found to
grow over time [46].

2.3 Complex Social Environment Where

Information Spreads

Compared to the previous studies, our work focuses on under-
standing the effects of AI-based credibility indicators in a more
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realistic social media environment where people are subject to so-
cial influence from a crowd of mixed expertise. During information
diffusion, social influence may arise from various sources, including
peers [17, 104], celebrities [81, 138], and other entities in the envi-
ronment [4, 41]. It plays a crucial role in the formation of opinions,
and may explain critical phenomena like herding and the band-
wagon effect [32, 77]. As an example of how people’s perception of
and engagement with online information may be affected by social
influence [2], a recent study revealed that after seeing other people
criticize a news article as fake, users decreased their likelihood
of sharing it [19]. On the other hand, seeing the engagement of
others with a news post can increase the likelihood that a user will
share and like the post [28]. Moreover, the influence brought up
by each individual is not necessarily the same. For example, it was
found that on Reddit, posts from users with more domain expertise
(e.g., those who claimed to hold doctorate degrees) inspired more
discussions and were perceived as more convincing by the read-
ers of the posts [84], which may imply the “Halo effect” [24, 51].
On the conceptual level, Sundar [113] proposed the MAIN model,
which suggests that people’s determination of information credibil-
ity largely relies on various “heuristics”—what the laypeople peers
believe, the experts state, or a machine (e.g., an AI model) predicts
can all serve as the heuristics for people to use. While some re-
cent research has started to examine how people judge information
credibility in the presence of two heuristics (e.g., peers and experts,
peers and AI) [9, 64, 125], in this study, we look into a more sophis-
ticated setting in which three heuristics (i.e., peers, experts, and AI)
might be presented simultaneously, and some of these heuristics
may not be independent (e.g., AI can impact peer judgements), to
understand the effects of AI-based credibility indicators.

3 Experiment 1: Effects of Perfect AI When

People are Influenced by Peers and

Self-Claimed Experts

In our first experiment, we set out to understand whether and
how ideal AI-based credibility indicators (i.e., indicators that reach
perfect accuracy) can help reduce misinformation, when people’s
processing of online information are influenced by both peers and
experts with self-claimed expertise. We address this question by con-
ducting a pre-registered, randomized human-subject experiment
on Amazon Mechanical Turk (MTurk)1.

3.1 Experimental Tasks

Participants were recruited to complete a series of tasks to review
news headlines related to health, and then report their perceptions
of and willingness to engage with them. In particular, we collected
a dataset of 40 pieces of health-related news, which consisted of 20
true news headlines (i.e., “real news”) and 20 false news headlines
(i.e., “fake news”). We confirmed the veracity of each real news by
cross-checking multiple reliable media sources or peer-reviewed
publications. On the other hand, the fake news included in our
dataset was previously disputed by authoritative sources or con-
flicted with verified information. We decided to use health-related

1The pre-registration documents for Experiment 1 can be found at https://aspredicted.
org/779s-85s6.pdf. All experiments in this study are approved by the IRB of the authors’
institution.

news in our experiments since such news is prevalent in real-world
social media, but judging its veracity can be challenging and may
require a degree of domain expertise. Through a pilot study, we also
found that people’s independent accuracy in determining the verac-
ity for each news in our dataset was mostly between 50% and 60%,
suggesting that people have limited prior knowledge on such news.
As a result, people may naturally be influenced by both their peers
and the experts when evaluating the credibility of these health-
related news headlines, which fits the purpose of our experiments
well.

In each task, we randomly selected one piece of news from our
dataset and presented it to the participant. The participant was
asked to carefully review the news, as well as the opinions of those
participants who reviewed it before them regarding the veracity of
this news. Then, the participant made a binary judgment on the
veracity of the news. Participants also reported their confidence in
their judgement on a 7-point Likert scale from 1 (not confident at
all) to 7 (extremely confident). Finally, the participant was asked
to indicate how likely they would share this news through their
social media accounts, again on a 7-point Likert scale between 1
(impossible to share) to 7 (extremely likely to share).

Figure 1 shows an example of our task interface. Note that par-
ticipants received social influences by reviewing others’ opinions
about the news2—When the preceding participants who previously
reviewed the news included both people with health-related do-
main expertise and those without, the current participant would
be affected by both peer influence and expert influence (see details
in Section 3.2.2). We acknowledge that in practice, the veracity of
some news may not be either completely real or completely false
but mixed [57, 102], especially when the news article is long. How-
ever, since the health-related news headlines used in this study
make concise claims and can be objectively verified as either true
or false, we opted to have subjects make binary veracity judgments
on the news instead of more nuanced judgements (e.g., probabilistic
estimates of veracity [37, 108]), and we left the investigation of the
news with mixed truth to future studies.

3.2 Experimental Design

3.2.1 Experimental treatments. By varying the presence of the AI-
based credibility indicator, we created two treatments:

• Control (No AI): Participants in this treatment did not see
the AI-based credibility indicator when reviewing news in
each task.

• Experimental (AI presented): In each task, along with the
news and the preceding participants’ opinions of its veracity,
participants in this treatment would also see an AI model’s
prediction on the veracity of the news. Participants made
their veracity judgement after reviewing all this information.

For participants assigned to treatments where AI is presented,
we decided to display AI-based credibility indicators along with
the news to mimic the action that many social media platforms
(e.g., Twitter/X.com, Meta) have taken to signal false content, i.e.,

2In this experiment, we had participants explicitly expressed their opinions on the
news veracity and showed these opinions to others. In practice, while people may
not always indicate their precise judgement about the news veracity, they may make
comments about a news story that indicate their belief in its veracity [12].

https://aspredicted.org/779s-85s6.pdf
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Figure 1: An example of the task interface. A graduation cap

icon was placed along with the expert judgement to differen-

tiate it from judgements made by peers.

directly displaying fact-checking warning labels along with the

news to shape people’s belief about the credibility of the news. In
Experiment 1, the AI model we used was an oracle that always
provided the correct prediction on the veracity of each news (i.e.,
its accuracy was 100%), although we did not inform participants
about the accuracy of the model throughout this experiment. Since
tasks like automatically assessing information credibility involve
relatively high stakes, it is reasonable to expect that AI systems
designed for these tasks need to achieve a high level of performance
before they can be deployed in the real world. Recent research has
also shown that state-of-the-art AI models can achieve an accu-
racy of 85+% in detecting misinformation [52, 62, 106, 133]. We
note that by using a perfectly accurate AI model in Experiment
1, we can understand the highest level of benefits (i.e., the “upper
bound”) that can be brought up by AI-based credibility indicators
in reducing misinformation when people are subject to influences
from both peers and experts, and we will relax this assumption
later in Experiment 3.

3.2.2 Incorporating the expert influence via a two-phase design. Re-
call that we aim to understand the effects of AI-based credibility
indicators when people are influenced by both peers and experts (i.e.,
RQ1). This means that our experimental design needs to ensure
that a significant portion of participants in our experiment should
see veracity judgements made by “experts” in the task. Moreover,
to enable an investigation into the effects of AI-based credibility
indicators when they agree or disagree with the experts (i.e., RQ2),
we also need to ensure the sample sizes are large enough for both
scenarios. In light of this, in our experiments, instead of collecting
real expert judgements, we adopted a two-phase design to incor-
porate artificially-generated “expert judgments” into the tasks (see
Figure 2 for a schematic diagram of the two-phase design).

In particular, for each news, Phase 1 was used to collect sub-
sequent veracity judgements made by participants who reviewed
this news, where each participant was only influenced by their
peers (i.e., the preceding participants) and possibly the AI model,
but not the experts when making their judgements; we referred
to the sequence of veracity judgements generated by them as the
“pre-expert sequence.” In reality, a piece of news can get spread in the
social network along multiple “paths.” To simulate this, in Phase
1, we collected 4 pre-expert sequences for each of the 40 news in
our dataset for each treatment, resulting in 40 × 4 = 160 pre-expert
sequences per treatment. For example, given a Phase 1 participant
who was assigned to the AI presented treatment, on each task, we
would randomly select one of the 160 pre-expert sequences from
the AI presented treatment (while ensuring that the participant
reviewed different news in different tasks). The news and the pre-
ceding participants’ veracity judgements recorded in the selected
sequence would then be shown to the participant, as well as the
AI model’s prediction on the veracity of this news. The participant
would then make their own veracity judgement, indicate their con-
fidence, and express their willingness to share this news. Finally,
this participant’s veracity judgement would be appended to the
end of the selected pre-expert sequence and be viewed by later
participants who received this same sequence. By the end of Phase
1, we ensured that each pre-expert sequence contained at least 7
veracity judgements.



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Zhuoran Lu, Patrick Li, Weilong Wang, and Ming Yin

Seq 1-1

Real

Fake

Seq 1-2

Real

Seq 1-3

Real

Fake

Real

Real

Fake

Fake

Seq 1-4

Real
Seq 40-1

Real

Fake

Real

Seq 40-2 Seq 40-3

Real

Fake

Seq 40-4

Real

Fake

Seq 1-3-a

Real

Fake

Real

Seq 1-3-b

Real

Fake

Real

Real

Fake

Seq 1-3-c

Real

Fake

Real

Real

Fake

Fake

Real

Real Fake

160 pre-expert sequences per treatment 160x3x2 = 960 expert-included 
sequences per treatment

3 subsequences of

2 copies with different 
expert judgements added

…

Phase 1 Phase 2

News #1 News #40

"Some doctors say that Ebola 
can be transmitted through..."

AI prediction: Fake

Real
Fake
Real
Real
Fake
Fake

Real

Pre-expert 
sequence ×16

Real
Fake
Real
Real
Fake
Fake
Real

Seq 1-3

"Some doctors say that Ebola 
can be transmitted through..."

AI prediction: Fake

Real
Fake
Real
Real
Fake
Fake

Expert-included sequence ×16
+ Dummy tasks × 8

Seq 1-3-br Seq 1-3-bf

[Seq 1-3-bf]

[Seq 1-3]

Fake

The subject’s judgment 
will NOT be added to the 
end of the sequence
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Figure 2: A schematic diagram of our two-phase experimental design. The AI-based credibility indicator (i.e., the part in yellow)

will only be shown to participants who are assigned to the AI presented treatment.

Upon completion of Phase 1, we modified the pre-expert se-
quences to include artificial expert judgements. Specifically, for
each pre-expert sequence we collected in Phase 1, we took three
subsequences of it by preserving only the first 3, 5 or 7 judgements.
Then, for each subsequence, we made two copies of it—for both
copies, we appended a single “expert judgement” to the end of
the subsequence, with the expert judgement agreeing with the AI
model (hence correct) in one copy and disagreeing with the AI
model (hence incorrect) in another copy3. That is, after inserting
expert judgements, for each treatment, we had 40 × 4 × 3 × 2 = 960
sequences of veracity judgements with varying length (4, 6, or
8), and the last judgement in the sequence was always an expert
judgement4. We call these sequences “expert-included sequence.”

Finally, we used Phase 2 to collect participants’ veracity judge-
ments and sharing intention on news, when they were subject to
both peer influence and expert influence. Specifically, for a Phase
2 participant, we would randomly select one of the 960 expert-
included sequences of the participant’s assigned treatment on each
task (while ensuring that the participant reviewed different news in
different tasks). To help participants differentiate peer judgements
(i.e., those made by laypeople participants in Phase 1) from the
“expert judgement” (created by us artificially) on the news, we put
a graduation cap icon along with the expert judgement as well as a
note indicating that the person making the expert judgement has
expertise in health-related domains like medicine, nursing, biology,
and pharmacy (see Section 3.3 for details). Moreover, unlike that in
Phase 1, Phase 2 participants’ own veracity judgements would not
be appended to the end of the expert-included sequence.

With this two-phase design, we can later focus on only the Phase
2 participants in the two treatments to examine whether and how
the presence of AI-based credibility indicators affects people’s per-
ceptions of and engagement with online information when they
are influenced by both peers and experts.

3This implies that expert judgements are independent with AI predictions; this is
plausible as experts may be confident in themselves and less susceptible to influence.
4We varied the number of peer judgements before the expert judgement in our experi-
ments to increase the generalizability of our results.

3.3 Experimental Procedure

We posted our Experiment 1 as human intelligence tasks (HITs)
on Amazon Mechanical Turk (MTurk) to U.S. workers only, and
we allowed each worker to take the HIT at most once. For par-
ticipants in both phases of Experiment 1, upon arrival, they were
first randomly assigned to one of the two treatments, and they
were asked to pick an avatar to represent themselves throughout
the experiment. Then, Phase 1 participants completed 16 tasks in
the HIT, and in each task the news the participant reviewed was
decided by the pre-expert sequence that we randomly drew from
the participant’s treatment (we also ensured that the participant
saw different news in different tasks). On the other hand, Phase 2
participants completed 24 tasks in the HIT.

Importantly, for Phase 2 participants, we told them that if a
graduation cap icon was presented next to a preceding partici-
pant’s veracity judgement, it means that participant claimed to have
health-related expertise themselves. To make this more credible,
each participant in our experiment started the HIT by completing a
demographics survey in which they were asked in one question if
they have expertise in medicine/nursing/biology/pharmacy. How-
ever, we note that whether a graduation cap icon was shown along
with a judgement was actually decided by whether that judgement
was an expert judgement artificially generated by us instead of the
participant’s survey response, though participants were not aware
of this.

Among the 24 tasks that a Phase 2 participant worked on, 16
tasks were real tasks in which the news the participant reviewed
was decided by the expert-included sequence that we randomly
selected from their treatment. When selecting these sequences, we
also ensured that different tasks had different news, and the news
veracity as well as the agreement between the expert judgement
and the AI prediction were balanced across the 16 tasks (i.e., 4 cases
each for the 4 scenarios: real news and the expert agrees with AI,
real news and the expert disagrees with AI, fake news and the
expert agrees with AI, fake news and the expert disagrees with
AI). The fact that the real tasks always involved some judgement
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from experts and each task had exactly one expert judgement may
lead to participants’ suspicions that they were working on a con-
trolled experimental study, which may influence their behavior. To
mitigate these suspicions, we included another 8 dummy tasks for
participants to work on—We used a different set of 8 health-related
news for these 8 dummy tasks5. For each dummy task, we randomly
generated the preceding veracity judgements that the participant
would see, among which the number of expert judgements to be
shown (if any) and the positions of the expert judgements in the
sequence were also randomly determined.

For participants in both phases, we provided a debrief to them
revealing the veracity of each news they had reviewed after they
completed all tasks in the HIT. Moreover, for participants in Phase
2, during the debrief, we also communicated to them that the expert
judgements they saw in the tasks were actually generated by us
artificially instead of being provided by other MTurk workers who
self-claimed to have health-related expertise.

The base payment of our HIT was $1.6. To encourage our partic-
ipants to carefully review the news and make accurate judgments,
we also provided them with a performance-based bonus: We paid
an extra 5 cents for each correct veracity judgment the participant
made if their overall accuracy exceeded 65%. Thus, Phase 1 partic-
ipants (Phase 2 participants) could receive a bonus of up to $0.8
($1.2), in addition to the base payment. To help us later filter out
inattentive participants, we also included an attention check ques-
tion in the HIT in which participants were instructed to select a
predefined option.

3.4 Analysis Methods

Independent and Dependent Variables. The main independent
variable used in our analysis is the treatment assigned to partici-
pants, i.e., the presence of the AI-based credibility indicators.

To understand how the presence of the AI-based credibility indi-
cators affects people’s capability in detecting misinformation, we
pre-registered two dependent variables: (1) the accuracy of a par-
ticipant’s judgment on the news veracity, and (2) a participant’s
truth discernment, which is calculated as the participant’s frequency
of labeling real news as “real” minus the their frequency of label-
ing fake news as “real.” This metric is widely used in previous
research [29, 87, 90] as it reflects people’s sensitivity in differentiat-
ing real and fake news.

Similarly, to understand the effects of AI-based credibility indi-
cators on the spread of misinformation, we pre-registered a few
additional dependent variables: (1) a participant’s self-reported
sharing intention for the real or fake news, and (2) a participant’s
sharing discernment, which is calculated as the participant’s sharing
intention on real news minus that on fake news.

Intuitively, the presence of AI-based credibility indicators can
help reduce misinformation if they can increase participants’ ve-
racity judgement accuracy, truth discernment, and sharing discern-
ment, and nudge participants into being more willing to share real
news and less willing to share fake news. Note that all dependent
variables are measured using the experimental data collected from
Phase 2 participants on the real tasks only.

5Through the pilot study, we again found that people’s independent veracity judgement
on these 8 news are between 50% and 60%, suggesting limited prior knowledge.

Statistical Methods. In Experiment 1, we focus on answering
RQ1 and RQ2 for the scenario that an ideal, extremely accurate
AI-based credibility indicator is used, while people’s processing
of online information is influenced by peers and self-claimed ex-
perts. Specifically, to answer RQ1, for each dependent variable
that we have described above, we focus on the data obtained from
Phase 2 participants and conduct t-tests between participants of
the two treatments. Then, to answer RQ2, we split the data into
two subgroups based on whether the Phase 2 participant observed
the AI model’s veracity judgement to be the same as the expert’s
judgement or not. For participants in the control (No AI) treatment,
despite that they did not actually see the AI model’s prediction,
we still divided their data into two subgroups based on whether
the expert judgement they saw in a task would be the same as the
AI model’s prediction should it be presented; this allowed us to
compute the reference values of dependent variables for the control
treatment when participants were only influenced by the expert
and their peers. We then conducted t-tests between the two treat-
ments within each subgroup of data. For both research questions
RQ1 and RQ2, we measured the effect sizes using Cohen’s 𝑑 .

3.5 Results

In total, 174 MTurk workers took our Phase 1 HIT and passed the
attention check (control: 87, experimental: 87). Then, 201 workers
took our Phase 2 HIT and passed the attention check (control: 92,
experimental: 109). In the following, we analyze the data obtained
from Phase 2 of the experiment to examine whether an ideal AI-
based credibility indicator can help reduce misinformation when
people are subject to both peer influence and self-claimed-expert
influence.
RQ1: Effects on the Detection and Spread of Misinformation.
We start by examining whether, overall, the presence of AI-based
credibility indicators can help reduce misinformation when people
are influenced by peers as well as experts with self-claimed do-
main expertise. First, we look into whether providing people with
AI-based credibility indicators can help them detect misinforma-
tion more accurately. Figures 3a and 3b (the “All” row) compare
participants’ accuracy in judging news veracity and their truth
discernment, respectively, across the two treatments. It is clear that
when people are influenced by the opinions of other peers and
self-claimed experts, the presence of accurate AI-based credibility
indicators can still increase both their accuracy in identifying mis-
information and their sensitivity in differentiating true and false
information. Our t-test results further confirm that the increases are
statistically significant in both the veracity judgement accuracy (Co-
hen’s 𝑑 = 0.35, 𝑡 (3215) = 10.00, 𝑝 < 0.001) and truth discernment
(Cohen’s 𝑑 = 1.04, 𝑡 (200) = 7.22, 𝑝 < 0.001).

Next, we move on to examine whether the presence of AI-based
credibility indicators has any impact on people’s intention to spread
the news when they are influenced by peers and experts with
self-claimed domain expertise. The “All” row in Figures 3c and 3d
show participants’ self-reported willingness to share real news
and fake news respectively. Compared to participants in the con-
trol treatment who did not receive the AI-based credibility indi-
cators, participants in the AI presented treatment significantly
increased their willingness to share real news (Cohen’s 𝑑 = 0.12,
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Figure 3: The impacts of AI-based credibility indicators on participants’ ability in detecting misinformation and their intention

to spread true and false information, when they are influenced by peers and experts with self-claimed expertise (Experiment

1). Results are presented for three conditions: (1) on all the data (All), (2) on a subset of the data where the experts’ veracity

judgement is the same as that of the AI model’s (Expert-AI Agree), and (3) on a subset of the data where the experts’ veracity

judgement is different from the AI model’s (Expert-AI Agree). Error bars represent the standard errors of the mean.

𝑡 (1607) = 2.34, 𝑝 = 0.002). In addition, participants in the AI pre-
sented treatment also became less willing to share fake news,
although our t-test result suggests that this decrease is marginal
(𝑡 (1607) = 1.87, 𝑝 = 0.062). Nevertheless, when we consider the ex-
tent to which people share more real news in relative to fake news
(i.e., sharing discernment), as shown in Figure 3e, the presence of
AI-based credibility indicators results in a significant increase in
sharing discernment (Cohen’s 𝑑 = 0.41, 𝑡 (200) = 3.37, 𝑝 < 0.001).

Together, these results suggest that when people are influenced
by both peers and self-claimed experts as they process online infor-
mation, the presence of an extremely accurate AI-based credibility
indicator can significantly improve people’s capability in detecting
misinformation and reduce their spreading of misinformation.
RQ2: Does Expert-AI Agreement Change the Effects of AI-

based Credibility Indicators? We now move on to answer RQ2,
i.e., examining whether the effects of AI-based credibility indicators
are the same in the two scenarios where the AI model’s veracity
predictions of the news agree or disagree with the expert’s judge-
ments. In Figure 3, the “Expert-AI agree” and “Expert-AI disagree”
rows compare the veracity judgement accuracy, truth discernment,
willingness to share real and fake news, and sharing discernment be-
tween participants of the two treatments, for the “Expert-AI agree”
and “Expert-AI disagree” scenarios separately.

We start by analyzing the scenario where the AI model’s pre-
diction is the same as the expert’s judgement (i.e., the “Expert-AI
Agree” bar in Figure 3). In terms of people’s ability to detect misin-
formation (Figures 3a–3b), we find that when the AI model and the
expert agree with each other, the presence of the AI-based credibil-
ity indicators help people further increase their veracity judgement
accuracy (Cohen’s 𝑑 = 0.29, 𝑡 (1607) = 5.91, 𝑝 < 0.001) and enhance
their truth discernment (Cohen’ 𝑑 = 0.66, 𝑡 (200) = 4.67, 𝑝 < 0.001).
Recall that in this experiment, the AI model’s predictions are always
correct. Thus, these results effectively suggest that when people’s
ability in detecting misinformation is already positively influenced
by some expert’s correct judgements on news veracity, the explicit
provision of an AI-based credibility indicator that agrees with the
expert will bring about a significantly larger positive influence. In
contrast, with respect to how the presence of AI-based credibility
indicators affects people’s willingness to engage with the news

when the AI predictions are consistent with the expert judgements
(Figures 3c–3e), we are only able to detect a marginal increase in
sharing discernment (𝑝 = 0.07).

For the scenario where the AI model’s prediction is different from
the expert’s judgement (i.e., the “Expert-AI Disagree” row of bars in
Figure 3), we again detect significant increases in people’s veracity
judgement accuracy (Cohen’s 𝑑 = 0.41, 𝑡 (1607) = 8.26, 𝑝 < 0.001)
and truth discernment (Cohen’s 𝑑 = 0.97, 𝑡 (200) = 6.83, 𝑝 < 0.001)
due to the presence of the AI predictions. In addition, the pres-
ence of AI-based credibility indicators also result in a significant
increase in people’s willingness to share real news (Cohen’s 𝑑 =

0.17, 𝑡 (803) = 2.39, 𝑝 = 0.017) and their sharing discernment (Co-
hen’s 𝑑 = 0.49, 𝑡 (803) = 3.37, 𝑝 < 0.001). In other words, while
people can be misled by some expert’s incorrect judgements on
news veracity, the explicit provision of an AI-based credibility indi-
cator that disagreeswith the expert can mitigate the negative expert
influence while establishing a positive impact on both people’s
perceptions of and engagement with the news.

To formally compare the effect sizes between the two scenarios,
we conducted bootstrap re-sampling (𝐾 = 1000) within each sub-
group of data (i.e., the “Expert-AI agree” subgroup and the “Expert-
AI disagree” subgroup). Given a bootstrapped sample of the data, we
estimated the effect size of the impacts of AI-based credibility indi-
cators using Cohen’s𝑑 , for each of the three dependent variables for
which at least marginal effects were detected in both scenarios (i.e.,
accuracy, truth discernment, and sharing discernment). We then
used the paired t-test to compare the mean value of the estimated
effect sizes in the Expert-AI agree scenario with that in the Expert-
AI disagree scenario, and results are reported in Table 2. We find
that when the expert’s judgement disagrees with the AI model’s
prediction, the presence of the AI prediction consistently exhibits a
larger impact on all three dependent variables. This implies that the
provision of correct AI-based credibility indicators can be especially
powerful in correcting the negative influence brought up by some
expert’s incorrect veracity judgement.

Put together, our Experiment 1 results suggest that the presence
of an ideal, perfectly accurate AI-based credibility indicator can
help people detect misinformation more accurately regardless of
the agreement between experts and AI, but its impacts on people’s
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Dependent Var 𝑑 (Expert-AI Agree) 𝑑 (Expert-AI Disagree) Δ𝑑

Accuracy 0.28 [0.21, 0.34] 0.39 [0.32, 0.47] -0.11∗∗∗
Truth discernment 0.67 [0.44, 0.94] 0.97 [0.73, 1.22] -0.30∗∗∗
Sharing discernment 0.26 [0.06, 0.45] 0.49 [0.29, 0.68] -0.24∗∗∗

Table 2: Comparison of effect sizes (measured in Cohen’s𝑑 and the 95% bootstrap confidence intervals) of the AI-based credibility

indicators in the Expert-AI agree and Expert-AI disagree scenarios in Experiment 1. Δ𝑑= 𝑑(Expert-AI agree) - 𝑑(Expert-AI disagree)
is the difference of the average effect sizes.

∗∗∗
represents a significance level of 0.001.

Figure 4: The impacts of AI-based credibility indicators on participants’ ability in detecting misinformation and their intention

to spread true and false information, when they are influenced by peers and experts with verified expertise (Experiment 2).

Error bars represent the standard errors of the mean.

willingness to share the news are only reliable when the AI predic-
tions disagree with the expert judgements (see the supplemental
materials for additional analysis showing that the observed effects
are robust to the variations in the number of peer judgements that
a participant saw). Moreover, the impact of the AI-based credibility
indicators on people is found to be always larger when the expert
disagrees with the AI than when they agree with each other.

4 Experiment 2: When Expert’s Expertise is

Verified

Experiment 1 shows the effects of ideal AI-based credibility indica-
tors on people’s processing of online information when they are
influenced by both peers and self-claimed experts. However, in real-
ity, many social media platforms (e.g., Twitter/X.com, Sina Weibo,
and some subreddits in Reddit) provide verification to expert users
and present their accounts in a different way than other users (e.g.,
Twitter verification icon). Arguably, when the experts are in some
ways “verified” by the platforms, their influence to other people
may become larger compared to when they simply claim that they
are experts in some domain. As a result, in Experiment 2 6, we con-
duct another study to explore the generalizability of our findings in
Experiment 1, when people’s perception of and engagement with
information is under the mixed influence of peers and experts with
verified expertise.

4.1 Experimental Design and Procedure

We adopted the same design and procedure of Experiment 1 in
our Experiment 2, except for making a few minor changes: (1) We

6The pre-registration documents for Experiment 2 can be found at https://aspredicted.
org/3f79-n5bp.pdf

reused the pre-expert sequences obtained from Phase 1 of Experi-
ment 1 and only collected Phase 2 data for Experiment 2; (2) We told
participants that in addition to collecting veracity judgements from
MTurk workers, we also recruited researchers (e.g., postdoctoral
researchers, senior graduate students, etc.) to review the news, and
we verified that these researchers hold degrees in health-related
disciplines like medicine, nursing, biology, and pharmacy; when-
ever a veracity judgement was displayed along with a graduation
cap icon and a verified check icon, it was made by one of these
researchers; (3) Participants of Experiment 1 were excluded from
taking part in this experiment.

4.2 Results

In total, we obtained Phase 2 data from 208 valid workers in Experi-
ment 2 (control: 106, experimental: 102). In the following, we revisit
RQ1 and RQ2 with the Phase 2 data of Experiment 2 to answerRQ3,
i.e., to understand whether AI-based credibility indicators can still
help reduce misinformation when people are subject to influence
from both peers and verified experts.
RQ3: Effects of AI-based Credibility Indicators When Ex-

perts Are Verified. Figure 4 compares people’s ability in detecting
misinformation and their intention to engage with true and false
information across subjects in the two treatments of Experiment 2.

First, we focus on understanding the overall effects of the AI-
based credibility indicators regardless of the agreement between
experts and AI (i.e., the “All” row in Figure 4). We still find the pres-
ence of the AI-based credibility indicator significantly increases
people’s capability in detecting misinformation even as they are
influenced by peers and experts with verified expertise (accuracy:
Cohen’ 𝑑 = 0.38, 𝑡 (3327) = 11.07, 𝑝 < 0.001; truth discernment:
Cohen’s 𝑑 = 1.15 , 𝑡 (207) = 8.30, 𝑝 < 0.001). In addition, while

https://aspredicted.org/3f79-n5bp.pdf
https://aspredicted.org/3f79-n5bp.pdf
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the presence of AI-based credibility indicators show no impact
on people’s willingness to share real news, it significantly de-
creases people’s willingness to share fake news (Cohen’s 𝑑 = 0.17,
𝑡 (1663) = 3.43, 𝑝 < 0.001) and increases people’s sharing discern-
ment (Cohen’s 𝑑 = 0.32, 𝑡 (207) = 2.29, 𝑝 = 0.023).

These effects of AI-based credibility indicators largely hold true
when we take a closer look into the two scenarios where the AI
model’s predictions agree or disagree with the experts’ judgements
separately. For example, as shown in Figures 4a–4b, with the pres-
ence of AI-based credibility indicators, participants’ accuracy in
judging news veracity and their truth discernment are significantly
increased regardless of the expert-AI agreement (accuracy: Expert-
AI Agree: 𝑝 < 0.001, Cohen’s𝑑 = 0.31, Expert-AI Disagree: 𝑝 < 0.001,
Cohen’s 𝑑 = 0.46; truth discernment: Expert-AI Agree: 𝑝 < 0.001,
Cohen’s 𝑑 = 0.68, Expert-AI Disagree: 𝑝 < 0.001, Cohen’s 𝑑 = 1.01).
Moreover, in both scenarios, we do not find significant impacts
of the AI-based credibility indicators on people’s willingness to
share real news (Figure 4c), but we do detect significant impacts on
people’s willingness to share fake news (Figure 4d; Expert-AI Agree:
𝑝 = 0.02, Cohen’s 𝑑 = 0.16; Expert-AI Disagree: 𝑝 = 0.01, Cohen’s
𝑑 = 0.18). In terms of people’s sharing discernment (Figure 4e),
we find that the presence of AI-based credibility indicators only
make people share more real news in relative to fake news when
the verified experts’ judgements disagree with the AI predictions
(𝑝 = 0.01, Cohen’s 𝑑 = 0.35). Finally, via comparing the sizes of
the AI predictions’ effects, we again conclude that the presence of
AI-based credibility indicators exerts a larger impact on people’s
detection and spread of misinformation when the verified expert
disagrees with AI (see the supplementary material for more details).

Together, results from Experiment 2 confirmed the effectiveness
of an ideal AI-based credibility indicator in helping people detect
misinformation and preventing people from sharing misinforma-
tion, even when both laypeople peers and verified experts influence
them. Again, these effects are consistently larger when the judge-
ments of the verified experts disagree with the AI prediction.

5 Experiment 3: When AI Accuracy Varies

Our Experiments 1 and 2 have thoroughly investigated how ideal
AI-based credibility indicators could help people better detect misin-
formation and appropriately engage with information, when people
are under the social influence of a mixed crowd of laypeople and
experts. Despite the promise of utilizing advanced AI technolo-
gies to combat misinformation, AI models may still make mistakes
in practice. Therefore, in our final Experiment 3 7, we aim to un-
derstand how the impacts of AI-based credibility indicators on
people’s perception and engagement of online information change,
as the accuracy of the AI model underlying the credibility indicator
changes.

5.1 Experimental Design and Procedure

We largely followed the design and procedure of Experiment 1 in
Experiment 3. The main difference is that in Experiment 3, in order
to take the AI-based credibility indicator’s varying accuracy into
account, we created the following three treatments:

7The pre-registration documents for Experiment 3 can be found at https://aspredicted.
org/sfz5-7rf7.pdf

• Control (No AI): Participants in this treatment did not see
the AI-based credibility indicator when reviewing news in
each task.

• High Accuracy AI: In each task, along with the news and
the preceding participants’ opinions of its veracity, partic-
ipants in this treatment would also see an AI model’s pre-
diction on the veracity of the news. The accuracy of the AI
model is 80%.

• Low Accuracy AI: Same as that in the previous treatment,
an AI model’s veracity prediction is presented along with
the news and preceding participants’ opinions. However, the
accuracy of the AI model in this treatment is 55%.

The AI model used in the High Accuracy AI treatment is im-
plemented via the OpenAI LLM API empowered by GPT-3.5 turbo,
using a simple prompt instructing the language model to classify
whether the news is fact-based (real news) or contains false infor-
mation (fake news). On the other hand, in the Low Accuracy AI
treatment, we trained a multinomial Naive Bayesian classifier on a
health-related news dataset and utilized it as the AI model. Note
that we set the accuracy of AI model at 80% in our High Accuracy
AI treatment to understand the effects of a decently accurate AI-
based credibility indicator which still makes a considerable number
of incorrect judgements.

Similar to that in Experiment 1, we told participants that the
expert judgements they saw were made by people who self-claimed
to have health-related expertise themselves. In addition, partici-
pants of both Experiments 1 and 2 were excluded from taking part
in Experiment 3.

5.2 Results

In total, 644 MTurk workers attended our Experiment 3, with
271 workers (control: 87, High-accuracy AI: 90, Low-accuracy AI:
94) taking the Phase 1 HIT and 373 workers (control: 127, High-
accuracy AI: 123, Low-accuracy AI: 123) taking the Phase 2 HIT,
respectively. We then analyze the Phase 2 data of Experiment 3 to
answer RQ4, i.e., how the AI-based credibility indicator’s impact
on people’s perception of and engagement with misinformation
varies with the AI model’s accuracy, when people are influenced
by both peers and self-claimed experts.
RQ4: Effects of AI-based Credibility Indicators When AI Ac-

curacy Varies. First, we look into whether providing imperfect
AI-based credibility indicators can still help people detect misinfor-
mation more accurately than they did independently. Figures 5a
and 5b compare participants’ accuracy in judging news veracity and
their truth discernment, respectively, across the three treatments.
Our ANOVA results suggest that there is a significant difference
across treatments on both participants’ veracity judgement accu-
racy and truth discernment (accuracy: 𝐹 (2, 5965) = 11.2, 𝑝 < 0.001,
truth discernment: 𝐹 (2, 370) = 11.62, 𝑝 < 0.001). Furthermore, the
post-hoc Tukey HSD pairwise comparisons suggest that partici-
pants in the High Accuracy AI treatment are significantly more
accurate in evaluating the veracity of different news and in discern-
ing true and false information than both those participants who
did not have access to the AI-based credibility indicators (accuracy:
𝑝 = 0.007, Cohen’s 𝑑 = 0.10; truth discernment: 𝑝 = 0.007, Cohen’s
𝑑 = 0.37) and those in the Low Accuracy AI treatment (accuracy:

https://aspredicted.org/sfz5-7rf7.pdf
https://aspredicted.org/sfz5-7rf7.pdf


Understanding the Effects of AI-based Credibility Indicators When People Are Influenced By Both Peers and Experts CHI ’25, April 26–May 01, 2025, Yokohama, Japan

Figure 5: The impacts of AI-based credibility indicators of different accuracy on participants’ ability in detectingmisinformation

and their intention to spread true and false information, when they are influenced by peers and experts with self-claimed

expertise (Experiment 3). Error bars represent the standard errors of the mean.

Figure 6: The impacts of high accuracy AI-based credibility indicators on participants’ ability in detecting misinformation

and their intention to spread true and false information, when they are influenced by peers and experts with self-claimed

expertise (Experiment 3). Data is separated into two subgroups based on whether the prediction of the AI model used in the

High Accuracy AI treatment is correct or incorrect. Error bars represent the standard errors of the mean.

Figure 7: The impacts of low accuracy AI-based credibility indicators on participants’ ability in detecting misinformation

and their intention to spread true and false information, when they are influenced by peers and experts with self-claimed

expertise (Experiment 3). Data is separated into two subgroups based on whether the prediction of the AI model used in the

Low Accuracy AI treatment is correct or incorrect. Error bars represent the standard errors of the mean.

𝑝 < 0.001, Cohen’s 𝑑 = 0.15; truth discernment: 𝑝 < 0.001, Cohen’s
𝑑 = 0.58).

Moreover, Figure 5c–5e compare participants’ self-reported will-
ingness to share real news and fake news, and their sharing discern-
ment across the three treatments of Experiment 3. Interestingly, we
did not see clear patterns in terms of the effects of the AI-based cred-
ibility indicator regardless of its accuracy. Our one-way ANOVA
tests confirm that the presence of imperfect AI-based credibility
indicator with varying levels of accuracy does not significantly
change people’s intention to share real news, fake news, or their
sharing discernment.

To gain a deeper understanding of why we obtain these findings,
we then move on to analyze the effects of correct and incorrect AI
predictions separately. As high accuracy AI and low accuracy AI
maymake different predictions on the same news, it is difficult for us
to conduct this analysis on the data of all three treatments together.
As a result, we conduct this analysis between the control treatment
and each of the two experimental treatments separately (i.e., High
Accuracy AI vs. Control, Low Accuracy AI vs. Control).

Figure 6 (the “AI correct” row) shows the effects of the AI-based
credibility indicator with high accuracy when AI makes correct
predictions8. We find that when the AI prediction is correct, it
improves people’s capability in detecting misinformation and dif-
ferentiating between true and false information (accuracy: Cohen’s
𝑑 = 0.23, 𝑡 (4732) = 6.58, 𝑝 < 0.001; truth discernment: Cohen’s
𝑑 = 0.73, 𝑡 (372) = 5.76, 𝑝 < 0.001). However, we did not find statis-
tical evidence supporting that correct predictions of high accuracy
AI could further help people engage more appropriately with in-
formation (𝑝 > 0.05 for sharing intention on both real and fake
news, and sharing discernment). Oppositely, examining the “AI In-
correct” row in Figure 6, we found that the incorrect AI predictions
severely mislead people to make incorrect judgements on news
stories (accuracy: Cohen’s 𝑑 = 0.41, 𝑡 (1234) = 5.94, 𝑝 < 0.001), and
become less capable of differentiating real and false information
(truth discernment: Cohen’s 𝑑 = 0.76, 𝑡 (308) = 5.43, 𝑝 < 0.001).

8Participants in the control treatment did not see the AI model’s prediction. Dependent
variable values for the control treatment shown in Figure 6 (or Figure 7) were calculated
for the two subsets of tasks where the AI model used in the “High Accuracy AI” (or
“Low Accuracy AI”) treatment made correct or incorrect predictions separately.
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Experiment/Independent Var

𝑦 = Final Accuracy

Experiment 1 Experiment 2 Experiment 3

Intercept (𝐶) −0.08 −0.22∗∗∗ 0.08
Expert Accuracy (𝛽2) 0.27∗∗∗ 0.60∗∗∗ 0.31∗∗∗

Correct AI Presence (𝛽3) 0.72∗∗∗ 0.80∗∗∗ 0.60∗∗∗
Incorrect AI Presence (𝛽4) −1.02∗∗∗

Table 3: Regressions for understanding whether AI affects people’s detection of and engagement with misinformation more

than experts.
∗∗∗

represents a significance level of 0.001.

Moreover, when high accuracy AI misclassified real news as fake, it
significantly reduced people’s intention to share the news (Cohen’s
𝑑 = 0.27, 𝑡 (640) = 2.8, 𝑝 = 0.005).

Similarly, when we look into the case where low accuracy AI
makes correct predictions (the “AI Correct” row in Figure 7) and
those where low accuracy AI makes incorrect predictions (the “AI
Incorrect” row in Figure 7), we obtained similar findings: correct AI
predictions enhance people’s capability in detectingmisinformation
(Cohen’s 𝑑 = 0.29, 𝑡 (3272) = 6.77, 𝑝 < 0.001) and differentiating
real and fake news (Cohen’s 𝑑 = 0.86, 𝑡 (371) = 6.78, 𝑝 < 0.001),
while incorrect AI predictions led to incorrect judgements (accuracy:
Cohen’s 𝑑 = 0.46, 𝑡 (2694) = 9.83, 𝑝 < 0.001; truth discernment:
Cohen’s 𝑑 = 1.09, 𝑡 (372) = 8.57, 𝑝 < 0.001). Furthermore, correct
predictions of low accuracy AI can enhance people’s intention to
engage more with real information than false information (Cohen’s
𝑑 = 0.86, 𝑡 (371) = 6.78, 𝑝 < 0.001), while incorrect predictions can
undermine it (Cohen’s 𝑑 = 0.30, 𝑡 (372) = 2.36, 𝑝 = 0.019).

Together, these results suggest that when people are influenced
by both peers and self-claimed experts in processing online in-
formation, imperfect AI-based credibility indicators can still boost
people’s capabilities in recognizing and differentiating real and fake
news if the AI model is relatively highly competent. However, when
the accuracy of the AI is very low, not only will it make no positive
impact but it also brings risks to people’s capability in judging news
veracity. On the other hand, under the mixed influence from other
people and self-claimed experts, the imperfect AI-based credibility
indicators does not appear to influence people’s intention to share
real or fake news anymore. By taking a deeper look into the effects
of AI-based credibility indicators on cases where AI makes correct
or incorrect predictions separately, we found that people lack the
capability to differentiate correct and incorrect AI predictions, re-
gardless of the level of performance of the AI. As a result, correct
AI indications lead to the enhancement of people’s capability in
assessing information credibility, while incorrect AI indications
undermine such capability, and may together lead to a null effect.

6 Exploratory Analysis

So far, our findings across the three experiments suggest that even
when people are influenced by the opinions of both peers and ex-
perts in interpreting the news, providing a reasonably accurate
AI-based credibility indicator along with the news can still enhance
people’s capability in detecting misinformation and even reduce
people’s engagement with misinformation. This holds true regard-
less of whether the expert is self-claimed or verified. However, it is
challenging for people to distinguish correct AI predictions from

the incorrect ones. To obtain deeper insights into the mechanisms
underlying the impacts of AI-based credibility indicators on people,
we conduct a few exploratory analyses.

6.1 Does AI Affect People’s Detection of and

Engagement with Misinformation More

Than Experts?

First, we aim to understand how people weigh the opinions of differ-
ent parties in their judgement of news veracity. People’s judgement
of news veracity can be influenced by the AI-based credibility indi-
cator, the expert’s opinion, as well as the opinions of the laypeople
peers. Since laypeople peers’ opinions can also be influenced by the
AI model’s predictions when they are presented, in this analysis,
we focus on comparing the magnitude of the impacts of the two
independent sources of influences—AI-based credibility indicators
and experts.

To do so, we used logistic regression models to predict the ac-
curacy of a participant’s final veracity judgement in a task based
on whether the expert’s judgement that the participant saw was
correct, and whether the participant had access to the AI-based
credibility indicator in the task. In particular, for Experiments 1 and
2, we used a single independent variable “Correct AI Presence” to
reflect the presence of the AI-based credibility indicator, as the indi-
cator always provides correct predictions in these two experiments.
In contrast, for Experiment 3, we used two independent variables
“Correct AI Presence” and “Incorrect AI Presence” to indicate whether
the participant received a correct AI prediction or an incorrect AI
prediction in the task.

Regression results are shown in Table 3. We first note that across
the three experiments, the presence of AI-based credibility indicator
and the correctness of the expert’s judgement both significantly
influence the participant’s veracity judgement accuracy (𝑝 < 0.001).
Moreover, we notice that in Experiments 1 and 2, the increase in the
participant’s veracity judgement accuracy resulting from a correct
expert judgement is consistently smaller than the increase brought
up by the presence of the correct AI-based credibility indicator (i.e.,
𝛽2 < 𝛽3). Similarly, in Experiment 3, the absolute magnitude of
change in the participant’s veracity judgement accuracy caused by
the presence of a correct expert judgement is again smaller than
that caused by either the correct or the incorrect AI prediction
(i.e., |𝛽2 | < |𝛽3 |, |𝛽2 | < |𝛽4 |). This indicates that at least under our
experimental setting, people’s veracity judgements are influenced
by AI to a larger degree. That said, we note that as the expert’s
expertise gets verified, their impacts become larger (i.e., 𝛽2 is larger
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Correct AI 
Presence

Peer 
Accuracy

Final 
Accuracy

Incorrect AI 
Presence

Expert 
Accuracy

Dependent Var / Model 1: 𝑦 = Peer Accuracy Model 2: 𝑦 = Final Accuracy

Independent Var Exp 1 Exp 2 Exp 3 Exp 1 Exp 2 Exp 3

Intercept (𝐶) −0.08 0.076 0.52∗∗∗ −0.88∗∗∗ −0.82∗∗∗ −0.87∗∗∗
Peer Accuracy (𝛽1) 1.60∗∗∗ 1.17∗∗∗ 1.88∗∗∗
Expert Accuracy (𝛽2) 0.37∗∗∗ 0.61∗∗∗ 0.36∗∗∗

Correct AI Presence (𝛽3) 0.71∗∗∗ 0.65∗∗∗ 0.19∗∗∗ 0.53∗∗∗ 0.67∗∗∗ 0.31∗∗∗
Incorrect AI Presence (𝛽4) −0.21∗∗∗ −0.80∗∗∗

Figure 8: Regressions for understanding whether the AI’s impact on people’s veracity judgement accuracy is mediated by the

peers’ veracity judgement accuracy.
∗∗∗

represents a significance level of 0.001. The variable “Incorrect AI presence” is only

relevant for Experiment 3, and thus it is shown in grey in the hypothesized model.

in Experiment 2 than in Experiments 1 and 3) and closer to the
impacts of AI.

Finally, we conduct similar regression analyses to compare the
magnitude of the impacts of AI and experts in influencing partici-
pants’ willingness to share a piece of news, and we again find that
the impacts of AI-based credibility indicators are larger than those
of the experts’ (see the supplementary material for more details).

6.2 How does AI-based Credibility Indicators

Affect People’s Detection of and

Engagement with Misinformation?

Next, we take a closer look into how AI-based credibility indicators
affect people’s veracity judgements—do they change a participant’s
veracity judgement by directly influencing the participant, or by
indirectly influencing the veracity judgements of the laypeople
peers who have reviewed the news before the participant (see left
panel in Table 8 for a hypothesized model for the case that AI’s
impacts on people are mediated through peers)? To find out, we
performed the mediation analyzes and the results are reported in
Table 8 (right panel).

In particular, for each participant in our experiment, we first
conducted regression analyses to check if the accuracy of the ma-
jority veracity judgements made by those preceding laypeople peers
was influenced by the presence of AI-based credibility indicator.
Similar as before, for Experiments 1 and 2, we used a single inde-
pendent variable “Correct AI Presence” to reflect the presence of the
correct AI-based credibility indicator, while for Experiment 3, we
used two independent variables “Correct AI Presence” and “Incorrect
AI Presence” to indicate whether a correct AI prediction or an in-
correct AI prediction was presented to the participant as well as
their preceding peers. Results of Model 1 in Table 8 suggest that in
all three experiments, the presence of AI predictions significantly
impacts the accuracy of the proceeding laypeople peers’ verac-
ity judgements (𝑝 < 0.001)—the presence of correct AI prediction
significantly increases the peers’ accuracy, while the presence of
incorrect AI prediction significantly decreases the peers’ accuracy.

Moreover, in Model 2, we took the influences of all three parties
(i.e., the laypeople peers, the expert, and the AI prediction) into

consideration, to predict the participant’s veracity judgement accu-
racy. As shown in Table 8, we find that the coefficients associated
with both peer accuracy (i.e., 𝛽1) and AI presence (i.e., 𝛽3, 𝛽4) are
significant (𝑝 < 0.001). This means that the effects of AI-based
credibility indicators on people’s accuracy in judging news veracity
are partially mediated by the peers’ accuracy, i.e., the AI predic-
tions impact people’s ability to detect misinformation both directly
and indirectly through peer influence (via changing peers’ veracity
judgements).

Finally, we also conduct similar mediation analyses to examine
how the presence of AI-based credibility indicators affects people’s
willingness to share news, and we again find these impacts are
partially mediated through peer influence (see the supplementary
material for more details).

6.3 Will the Agreement between AI and

Peers/Experts Change their Impacts on

People?

When the AI-based credibility indicator is presented, it may agree
or disagree with the majority opinions expressed by the laypeople
peers. It may also agree or disagree with the expert’s opinions.
As such, a natural question to ask is whether the agreement or
disagreement between AI and peers (or the expert) moderates the
peers’ (or the expert’s) impacts on the participant’s detection of mis-
information. In other words, if correct peer (or expert) judgements
in news veracity can increase the participant’s accuracy in detect-
ing misinformation, after a correct AI-based credibility indicator
is presented and therefore the participant observed an agreement
between AI and the peers (or the expert), will the magnitude of
this increase change? What about in the case where an incorrect
AI-based credibility indicator is presented and therefore the partic-
ipant observed a disagreement between AI and the peers (or the
expert)?

Table 9 (left panel) shows the hypothesized model for the case
where the agreement between AI and peers/experts indeed moder-
ates the impacts of peers/experts on people. To examine if this is
the case, utilizing the experimental data collected from the three
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Correct AI 
Presence

Peer 
Accuracy

Final 
Accuracy

Incorrect AI 
Presence

Expert 
Accuracy

Dependent Var / 𝑦 = Final Accuracy

Independent Var Exp 1 Exp 2 Exp 3

Intercept (𝐶) −1.14∗∗∗ −0.97∗∗∗ −1.03∗∗∗
Correct AI Presence (𝛽1) 1.05∗∗∗ 1.00∗∗∗ 0.68∗∗∗
Incorrect AI Presence(𝛽2) −0.77∗∗

Peer Accuracy (𝛽3) 1.99∗∗∗ 1.31∗∗∗ 2.16∗∗∗
Expert Accuracy (𝛽4) 0.54∗∗∗ 0.76∗∗∗ 0.42∗∗∗

AI-Peer Agreement * Peer Accuracy (𝛽5) −0.74∗∗∗ −0.32∗ −0.53∗∗
AI-Peer Disagreement * Peer Accuracy (𝛽6) −0.26
AI-Expert Agreement * Expert Accuracy (𝛽7) −0.31 −0.32∗ −0.19

AI-Expert Disagreement * Expert Accuracy (𝛽8) 0.16

Figure 9: Regressions for understanding how the agreement between AI and peers/experts moderates their impacts on people’s

veracity judgement accuracy.
∗,∗∗ ,∗∗∗ represent significance levels of 0.05, 0.01 and 0.001. The variable “Incorrect AI presence” is

only relevant for Experiment 3, and thus it is shown in grey in the hypothesized model.

experiments, we used logistic regression models to predict a partic-
ipant’s accuracy in their news veracity judgement in a task based
on two sets of variables: (1) the direct impacts of the presence
of correct/incorrect AI predictions, whether the majority verac-
ity judgement made by the preceding laypeople peers was cor-
rect, and whether the expert’s veracity judgement was correct (i.e.,
terms associated with 𝛽1–𝛽4); and (2) the potential moderating
effects caused by the agreement between AI and peers/experts,
including the interaction terms between peers’ accuracy and the
agreement/disagreement between AI and the peers (𝛽5, 𝛽6), and
the interaction terms between the expert’s accuracy and the agree-
ment/disagreement between AI and the expert (𝛽7, 𝛽8)9.

As results in Table 9 show, in all three experiments, we find a
significantly negative interaction between AI-Peer agreement and
the peers’ accuracy (i.e., 𝛽5 < 0 and is significant). This means
that an agreement between the AI-based credibility indicator and
the peers’ opinions results in a decrease in the positive impacts of
laypeople peers’ correct veracity judgement on the participant’s
detection of misinformation. One possible explanation is that the
participant knew that peers’ veracity judgement may also be af-
fected by the AI model, thus they automatically discounted the
peer influences when seeing an agreement between the peers and
AI. On the other hand, we also note that a disagreement between
peers and AI does not significantly change the positive impacts of
peers’ correct veracity judgement on the participant’s accuracy in
detecting misinformation. This suggests that when the majority of
the laypeople peers disagree with the AI prediction, participants
may consider that the peers’ judgements are of independent values.
Additionally, the agreement between AI-based credibility indica-
tor and the expert generally does not change the impacts of the
expert, except when the expert’s expertise is verified (𝛽7 < 0 and

9Note that “AI-Peer/Expert Agreement” is only set to 1 if the AI-based credibility
indicator was presented in a task, and its prediction is the same as the opinions
expressed by the majority of laypeople peers/the expert. Similarly, “AI-Peer/Expert
Disgreement” is only set to 1 if the AI-based credibility indicator was presented in
a task, and its prediction is different from the opinions expressed by the majority of
laypeople peers/the expert. As a result, for Experiments 1 and 2, the regressions do not
include interaction terms concerning “AI-Peer/Expert Disgreement” as they all equal
to zero (in Experiments 1 and 2, when AI disagrees with peers/expert, peers/expert
must be incorrect).

is significant in Experiment 2). This is possibly because when AI-
based credibility indicators are not presented, participants might
place high trust in the verified experts (as supported by the large
estimate of 𝛽4 in Experiment 2 compared to that in the other two ex-
periments). However, as the AI-based credibility indicator became
available and participants observed divergent opinions between
the expert and AI, participants could significantly lowered their
trust in the verified expert in general, which might have resulted
in a spillover effect of decreased influences of the verified expert
even when they agreed with AI.

7 Discussion

In this section, we begin with outlining the potential benefits and
risks of AI-based credibility indicators. Following that, we will
explore the implications for better leveraging AI to counter misin-
formation. Finally, we discuss the limitations of our study.

7.1 Combating Misinformation with AI-based

Credibility Indicator: Pros and Cons

The results of our study indicate that when individuals are subject
to social influence from both laypeople peers and experts while
judging the veracity of online information, leveraging AI-based
credibility indicators offers several benefits, but also poses certain
risks and limitations.

On the positive side, our research demonstrates that, despite
the complexities of social influence consisting of laypeople peers
and experts, the inclusion of accurate AI-based credibility indica-
tors alongside news content can effectively enhance individuals’
capacity to detect misinformation, no matter whether the expert
is self-claimed or verified. This efficacy of AI-based credibility in-
dicators is important, because the presence of expertise displayed
on social media platforms can sometimes lead to a Halo effect,
wherein individuals may overestimate the credibility of specific
users who appear more persuasive than others. Yet, their judg-
ments may be as uninformed as those of laypeople due to potential
mismatches between their displayed expertise and the actual ex-
pertise required to assess the accuracy of news in specific domains.
In some cases, these “experts” may even transition into the role
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of social media influencers (SMIS), leading people to believe they
possess specialized knowledge over the long term [33]. However,
there is no guarantee that such SMIS will consistently provide accu-
rate and verified information to their audience. As seen during the
pandemic, some individuals with perceived knowledge or exper-
tise propagated COVID-related misinformation or advocated for
unreasonable actions against fact-based information [128]. Conse-
quently, our results highlight the robustness of accurate AI-based
credibility indicators in nudging most of laypeople peers to have
a consistent judgment on news veracity. The fact that the effects
of AI-based credibility indicators are larger when experts disagree
with AI suggests the potential for people to avoid the Halo effect
and calibrate their reliance on online experts through introducing
a second opinion from AI.

However, AI-based credibility indicators come with inherent
risks. First, individuals often struggle to discern the accuracy of AI
predictions. Consequently, they can be easily swayed by incorrect
AI assessments, which can impact their ability to appropriately
engage with both true and false information. There also exists
a potential risk that the disagreement caused by AI’s incorrect
predictions and real experts’ correct judgements lead to people’s
decreased trust in the true experts, as people generally perform
poorly in differentiating the correctness of AI predictions. Second,
the fact that the influence of AI-based credibility indicators is me-
diated through the crowd presents additional risks when moving
beyond individual’s interactions with AI predictions. For instance,
bots generating content tailored to these scenarios can create ar-
tificial social influence to either amplify the negative impacts of
wrong AI predictions or minimize the positive impacts of correct
AI predictions.

7.2 Implications for Designing Better AI-based

Credibility Indicators to Combat

Misinformation

In light of the significance of social influence in fully releasing the
potential of AI-based credibility indicators in influencing people’s
perception of and engagement with online information, one may
consider ways to further enhance the effectiveness of accurate AI-
based credibility indicators by attaching “social proof” to these
indicators. Just as metadata summarizing user interactions with
social media posts has often been used to highlight the popular-
ity of a particular post, metadata capturing people’s agreement
or disagreement with AI-based credibility indicators can also be
utilized to amplify the influence of these indicators (e.g., by explic-
itly displaying the number/proportion of individuals who agree
with AI on the interface). Another strategy involves recognizing
the value of discrepancies between different information credibility
sources, even for a mixture of reliable and unreliable sources such
as AI predictions and expert judgments in our study. For example,
Bayesian inference may be used to aggregate multiple credibility
indicators together in an optimal way, considering the reliability
for each one of them. Future studies should also look into how to
best present multiple credibility indicators from various sources to
people to inspire them to engage in more analytical thinking, rather
than simply adopting a heuristic way to process these indicators
and blindly follow a particular one.

Furthermore, the revealed risks of imperfect AI-based credibility
indicators highlight the importance of requiring some guaranteed
level of performance from AI models underlying the credibility
indicators before deployment. Our study suggests that the AI-based
credibility indicators tend to surpass even platform-verified experts
in influencing people’s perceptions of and engagement with on-
line information. As a result, once AI makes a wrong prediction
on a piece of news, it’s challenging to rectify the perception of
subsequent users of that news merely by relying on spontaneous
remedies within the online community, such as the intervention of
users with expertise providing factually correct judgments. This is
because a stronger social influence led by AI might have already
taken shape. This suggests that the issue of AI mistakes, as well as
people’s blind reliance on AI, may be a serious threat to the health
of the online information environment. Beyond the necessity to
build highly competent AI-based credibility indicators, it would
also be helpful to have comprehensive education for users to appro-
priately utilize the AI-based credibility indicators and to establish a
mechanism for the social media platform to respond to AI mistakes.
Future work could also explore how to properly present the un-
certainty quantification of AI-based credibility indicators to users,
or to adaptively determine whether to present AI-based credibility
indicators while accounting for the “implied truth effect” [85], in
order to promote users’ appropriate reliance on these indicators.

7.3 Limitations and Future Work

Our study has several limitations. To begin with, the experiments
were conducted with crowdworkers (i.e., subjects recruited from
Amazon Mechanical Turk) on one specific type of news (i.e., con-
cise health-related news headlines), and the veracity of the news is
binary. Cautions should be used when generalizing results in this
work to news on different topics and among individuals with differ-
ent characteristics. For example, the health-related news headlines
we choose in this study have a clear binary ground truth regarding
their veracity, and their content is generally not controversial (e.g.,
unlike some Covid-19 related news). In reality, the veracity of news
can be mixed. An interesting future work is to explore that in these
scenarios, how should the AI-based credibility indicators be prop-
erly designed (e.g., should the indicator simply indicate the veracity
of the news is mixed, or specify how much or which part of the
information is true?), and whether the presence of these indicators
can still help people detect the veracity of the news. When news
topics are more controversial, one may believe that the judgement
on the veracity of news is “subjective” and that they may have a
stronger emotional attachment to their veracity belief. Developing
and appropriately evaluating an “accurate” AI-based credibility in-
dicator for these news topics can be a significant challenge to be
addressed on its own, and it is unclear how such an indicator would
impact people’s consumption of information on contentious topics.
In addition, in a real-world social media environment, individuals
are more likely to be connected with others who share similarities
with themselves [69], and this may also influence what kind of
information they tend to consume. For example, politics-related
news with different political leaning tends to spread within dif-
ferent communities of users due to the echo chamber formed on
the social media platforms [93, 110]. More experimental studies
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should be conducted on a larger range of news topics where people
hold stronger prior beliefs, and in more polarized settings where
fewer disagreeing opinions arise among connected individuals. It
is also interesting to explore whether the findings of this study
hold in other domains where experts are generally perceived as
significantly more or less credible than those in health.

Moreover, in reality, it is common for people to be influenced
more by people closely connected to them; also, sometimes experts
are, at the same time, social influencers or authorities so that they
have larger impacts on their followers. In our experiments, judg-
ments made by other crowdworkers and artificial experts may not
sufficiently reflect different individuals’ connectivity and reputa-
tions on social media. Therefore, it is unclear to what extent the
conclusion can be generalized to the information diffusion process
where the social influence occurs between people with different
roles and with different levels of closeness to one another. We also
note that although taking social influence from both peers and ex-
perts into consideration, our experiment still assumes a simplified
version of the spread of misinformation on social media. In reality,
users in social networks are organized in a more complex topology,
making it possible for people to receive the same information mul-
tiple times from different paths, and receive several consistent or
contradictory information simultaneously. It would be interesting
and challenging to explore in the future how AI-based credibility
indicator impacts people’s perceptions of and engagement with the
news under a nearly-realistic information spread scenario.

8 Conclusion

In this paper, we investigate into the effects of AI-based credibility
indicators on people’s perceptions of and engagement with online
information, when these people are subject to social influence from
both their laypeople peers and the experts. Via three randomized
experiments, we show that despite of the social influence, the pres-
ence of accurate AI-based credibility indicators can help people
determine the veracity of online information more accurately and
reduce their propensity to engage with false information, and this
is true regardless of whether the experts are self-claimed or veri-
fied. We also find that the effects of AI-based credibility indicators
are particularly salient when AI predictions disagree with experts’
opinions, and these effects are partially mediated through changing
the peers’ perceptions of news veracity. However, we also reveal
that such effectiveness highly relies on the performance of the AI
predictions, as people lack the capability to differentiate the cor-
rectness of AI predictions on news veracity, thus they can be easily
misled by incorrect AI predictions. We hope this work could open
more discussions on designing and evaluating interventions for
mitigating misinformation in a world where people are subject to
social influences from a crowd of mixed expertise.
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