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ABSTRACT
Despite many exciting innovations in computer vision, recent stud-
ies reveal a number of risks in existing computer vision systems,
suggesting results of such systemsmay be unfair and untrustworthy.
Many of these risks can be partly attributed to the use of a training
image dataset that exhibits sampling biases and thus does not accu-
rately reflect the real visual world. Being able to detect potential
sampling biases in the visual dataset prior to model development is
thus essential for mitigating the fairness and trustworthy concerns
in computer vision. In this paper, we propose a three-step crowd-
sourcing workflow to get humans into the loop for facilitating bias
discovery in image datasets. Through two sets of evaluation studies,
we find that the proposed workflow can effectively organize the
crowd to detect sampling biases in both datasets that are artificially
created with designed biases and real-world image datasets that are
widely used in computer vision research and system development.

CCS CONCEPTS
• Human-centered computing → Collaborative and social
computing.

KEYWORDS
sampling bias, crowdsourcing, image dataset, workflow design
ACM Reference Format:
Xiao Hu, Haobo Wang, Anirudh Vegesana, Somesh Dube, Kaiwen Yu, Gore
Kao, Shuo-Han Chen, Yung-Hsiang Lu, George K. Thiruvathukal, Ming
Yin. 2020. Crowdsourcing Detection of Sampling Biases in Image Datasets.
In Proceedings of The Web Conference 2020 (WWW ’20), April 20–24, 2020,
Taipei, Taiwan. ACM, New York, NY, USA, 7 pages. https://doi.org/10.1145/
3366423.3380063

1 INTRODUCTION
Computer vision technologies have been applied to an increasingly
wide range of applications from autonomous navigation, to medical
image analysis, to precision agriculture [7, 9]. Despitemany exciting
innovations, recent studies reveal a number of risks in using exist-
ing computer vision systems, suggesting results of such systems
may be unfair or untrustworthy. For example, major commercial
facial analysis tools were shown to have substantial accuracy dispar-
ities for people of different genders or with different skin colors [3].
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Visual semantic role labeling models were found to exhibit societal
biases and stereotypes [23], such as frequently associating certain
activity labels with specific gender (e.g., associate “cooking” with
woman). Even worse, seemly accurate image classifiers may in fact
have picked up spurious correlations between objects and irrele-
vant background information, rather than recognizing meaningful
features of the objects [14].

Many of the risks embedded in modern computer vision systems
can be partly attributed to the use of a training dataset that is biased.
Indeed, the computer vision community has long recognized that
many visual datasets present varying degrees of build-in bias due to
factors such as photographic style of photographers and selection
from dataset curators [18]. Using these biased datasets to train
machine learning models for addressing different computer vision
tasks naturally leads to the phenomenon of “bias in, bias out” and
results in undesirable performance. Thus, to mitigate the fairness
and trustworthy concerns in computer vision, it is critical to start
the entire pipeline with high-quality visual datasets that, at least,
are authentic representations of the visual world. In other words,
being able to detect sampling biases of a dataset prior to developing
models using the dataset is a key step in guarding against unfair or
untrustworthy outcomes in computer vision.

While a few techniques have been developed to automatically
detect dataset biases [19], the non-structured nature of visual data
makes bias detection in image datasets particularly challenging.
This is because no human-comprehensive attributes can be directly
leveraged from the dataset to reason about the statistical associa-
tions between different features of the data. On the other hand, hu-
mans have the innate capability to understand images and identify
patterns in images. This naturally leads us to ask, can we leverage
the wisdom of the crowd to detect sampling biases of image dataset?

In this paper, we present such a human-in-the-loop approach
to facilitate the bias detection in image datasets. Specifically, we
present a crowdsourcing workflow which uses an image dataset
provided by its curator as the input and outputs a list of statements
by the crowd to represent sampling biases of the input image dataset.
Our workflow will guide crowd workers to subsequently work on
a series of three interconnected tasks: (1) inspect random samples
of images from the input dataset and describe their similarity using
a question-answer pair, (2) review separate random samples of
images from the input dataset and provide answers to questions
solicited from the previous step, and (3) judge whether statements
of the image dataset that are automatically generated using the
questions and answers collected accurately reflect the real world.
This workflow is further augmented by back-end text processing
techniques to deal with the noisy inputs from the crowd.

We conduct two studies to evaluate how the workflow enables
the crowd to uncover biases, in both artificially-created image
datasets with designed biases and real-world image datasets that
have been frequently used in computer vision research and system
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development. Our results show that following our workflow, crowd
workers can successfully discover all intentionally injected biases
in the artificial datasets. More importantly, the crowd also effec-
tively identifies a large number of meaningful sampling biases for
real-world datasets, and their precision and recall in bias detection
are 0.546 and 0.786, respectively, suggesting they are less precise
but more complete than an individual expert in detecting biases.

2 RELATEDWORK
The computer vision community has long recognized the influence
of dataset biases on the performance of object detection and classi-
fication [11, 18]. Recent discussions on whether results produced
by computer vision systems are appropriate and fair further draw
attention to this issue and raise the awareness of the potential nega-
tive impact of dataset biases [3, 10, 23]. As a result, multiple efforts
are undertaken to identify limitations of existing computer vision
datasets and remedy issues that may result in problematic usage, in-
cluding the biased representations of visual world in image datasets
(e.g., [22]). So far, these efforts to improve the quality of image
datasets are led by researchers, with relative limited participation
from the general public, despite that the wisdom of the crowd has
previously been utilized in many different tasks, including label
annotation [16, 20], image segmentation [4], and semantic attribute
generation [13, 17], to enhance computer vision systems.

In this paper, we explore a human-in-the-loop approach to ac-
tively engage the crowd to help detect biases in image dataset. The
task of bias detection is inherently complex, and previous research
in crowdsourcing has shown the success of decomposing complex
tasks into small “micro-tasks” and engaging different crowds in
working on different subtasks to collectively solve the grand prob-
lem [2, 5, 12]. Following this spirit, we decompose the bias detection
task into a workflow of three interconnected steps: question gener-
ation, answer collection, and bias judgment. The design of the first
step of our workflow—having the crowd to inspect image samples
from a dataset and then generate question-answer pairs to describe
similarity between these images—is inspired by both the recent
research on visual question collection from the crowd to improve
image understanding [1], and previous research on soliciting se-
mantic attributes and clusters of images from the crowd [13, 17, 21].

3 CROWDSOURCINGWORKFLOW
To leverage the wisdom of the crowd to detect potential biases
hidden in image datasets, we propose a three-step crowdsourcing
workflow. This workflow takes an image dataset that is provided
by its curator as an input, and outputs a list of potential biases of
this dataset. In this paper, we focus on detecting biases for image
datasets that are constructed for facilitating the recognition of a
particular type of object X (e.g., a dataset of car which enables a
computer vision system to classify whether a car exists in an image).
We further restrict on discovering sampling biases of image datasets
(i.e., biases that are manifested as the image dataset fails to closely
represent the real visual world). Figure 1 depicts our workflow,
described in detail in the following subsections.

3.1 Step 1: Question Generation
In essence, the problem of detecting sampling biases of an im-
age dataset requires the identification of human-comprehensive

attributes of images, and on these identified attributes, the distribu-
tions of attribute values observed within the given image dataset
are different from those in the real visual world. For example, in a
dataset of car images, “car type” can be considered as such a biased
attribute if for the majority of images in this dataset, the type of car
is sedan. A straightforward way to obtain these biased attributes
is to have people (e.g., crowd workers) inspect the image dataset
and find out attributes that contain biases. However, had the crowd
workers been asked to inspect an entire set of image data (which
often contains at least a few hundreds of images), they can be easily
overloaded with the large number of images and may hardly find
any meaningful biased attribute. Thus, to mitigate the information
overload, we instead ask crowd workers to search for biased at-
tributes by inspecting a small portion of images of the dataset, with
the assumption that sampling biases for the entire dataset likely
also exist in subsets.

Specifically, in each task of Step 1, we present a crowd worker
with a set of n images that are randomly sampled from the input
image dataset1. Workers are told that these images are collected to
enable the automatic detection of the target object X (e.g., car), and
they are asked to carefully inspect these images and find similarities
between them.We intentionally ask workers to search for similarity
between images rather than identifying biases, as similarity is an
easier concept for laypeople to understand. In an early design of the
workflow, we ask workers to provide names for those attributes on
which they find similarity across then images.We find, however, the
quality of crowd-generated attributes following this design is not
very high—crowdworkers often input the names of common objects
in the images or input attributes without sufficient explanations,
which makes it difficult to interpret what exactly the attribute refers
to (e.g., suggest “color” as an attribute without specifying whether
it means the color of an object or the color of the background).

To solve this problem, inspired by recent efforts in collecting
visual questions from the crowd [1], we redesign the first step and
ask workers to describe the similarity they find across the n images
using a question-answer pair, and the question in the pair is then
used to characterize the attribute on which workers find similarity.
This design allows us to obtain more contexts for the attribute, and
thus confusion is decreased. More specifically, we ask workers to
start their questions with “What,” “Where,” “When,” or “How,” as it
has been showed that most questions generated by the crowd when
describing images start with these interrogative words [1]. Workers
are free to find similarities on any part of the images, including
the objects and the background. We further instruct workers not
to ask questions regarding the name or common characteristics of
the target object X (e.g., “How many wheels does a car have?”). In
other words, we nudge workers into identifying those “unusual”
similarities across images which possibly imply biases.

Eachworker is encouraged to generate as many unique questions
as they can to describe the similarities among images shown to them.
As different workers get different samples of the image dataset,
the task of inspecting the entire image dataset is accomplished
jointly by a group of workers. The output of Step 1, then, is a list
of candidate biased attributes produced by the group of workers,
in which each attribute is described through a question.

1n is a parameter of the workflow that can be tuned.
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(a) Step 1: Question Generation (b) Step 2: Answer Collection (c) Step 3: Bias Judgment

Figure 1: A three-step crowdsourcing work�ow to detect sampling biases presented in an image dataset.

Post-processing.Crowd workers may describe the same kind
of similarity using di�erent questions. To reduce the redundancy
among the crowd-generated questions, we utilize spaCy, an open
source natural language processing tool which is shown to have
superior performance in dependency parsing [6], to conduct real-
time text comparison and merge questions generated by workers.
Speci�cally, given two questions, we remove all stop words in both
questions and then compute a similarity score of the remaining
sentences based on word embeddings using spaCy. These two ques-
tions will be merged if their similarity score is above a threshold,
and the question with �higher quality��quanti�ed by having more
noun phrases and dependent clauses�will be used to represent
this group of questions. Through a pilot study, we �nd that the
highest accuracy in question merging is achieved when merging
two questions only if their similarity score is above0:76. Thus,0:76
is used as our similarity score threshold in determining whether to
merge two questions.

3.2 Step 2: Answer Collection
Step 1 produces a list ofcandidateof biased attributes. However,
similarities identi�ed amongn randomly sampled images may only
capture �biases� within that particular sample, and further vali-
dation is needed to verify whether such a bias exists outside the
speci�c sample (e.g., a worker may ask �What is the color of the
car?� suggesting the color of car as a potential biased attribute,
but in fact the worker may happen to have inspected a sample of
mostly white cars). Thus, in Step 2, we use questions generated
in Step 1 as inputs and collect answers to each of them based on
di�erent image data sampled from the given image dataset. Doing
so, we can gauge on the value distributions for each of the attributes
identi�ed in Step 1 within the given image dataset, and thus �lter
those attributes that do not contain biases.

In particular, in each task, a worker will be presented withm
images that are, again, randomly sampled from the input dataset2,
along with one question that is previously generated in Step 1.
Workers are asked to carefully review the images and then answer
the question using a simple word or phrase. If at least half of them
images share the same answer to the question, the worker is asked
to enter that answer; otherwise, the worker can click a button
to skip the question. By design, each question will be answered
multiple times, each time with respect to a di�erent sample ofm
images, to cover the entire dataset. Thus, together, Step 2 allows us
to obtain a rough estimate of answer distribution for each of the
questions generated in Step 1 within the given image dataset.

2Similar as before,m is another parameter of the work�ow that can be tuned.

Post-processing.Similar as that in Step 1, for each question, work-
ers may generate answers of similar meanings using di�erent words.
To reduce redundancy, we �rst enable auto-complete as a worker
types the answer to a question, such that all existing answers to
the samequestion will be shown as suggestions for the worker to
consider as long as they contain the substring currently entered
by the worker. Furthermore, after Step 2 is �nished, we again use
spaCy to identify similar answers to a question and merge them,
and a list of �nal answers is produced for each question. The weight
of each �nal answer to a question is then computed as the frac-
tion of workers who provide that answer. Given a question, if the
majority of workers choose to skip it, that means answers to this
question are actually very diverse and therefore we consider it as
not characterizing actual sampling bias of the dataset. On the other
hand, if the highest weight is above a threshold� for �nal answers
to a question, the highest-weight answer will be selected and to-
gether with the question, they will be rephrased into a declarative
statements through a customized algorithm (e.g., �With most cars,
they are family size.�); the weight of the answer for this statement
is denoted asws. Note that regardless of whatws is, the rephrased
declarative statements always suggests that the selected answer
is themajority answer by adding the part �With mostX� where X
is the name of the target object in the dataset (we will explain the
rationale of this below in Section 3.3). The threshold� can be set
by the curators of the dataset to re�ect the degree of biases that
they are targeted at�the more they are interested in identifying
attributes of images on which values are unbalanced to a smaller
degree, the lower they should set the threshold� .

3.3 Step 3: Bias Judgment
Finally, Step 3 takes the set of statements produced in Step 2 as
inputs. Crowd workers are told that these statements describe a
dataset of images of the target objectX and are generated by previ-
ous workers inspecting the dataset. They are asked to judge, based
on their common sense knowledge and subjective belief, whether
each of the statements is true in the real visual world for images
containing the target objectX. To avoid biasing worker's mental
model of the real visual world, we do not provide workers with
any samples of the image dataset in this step. As mentioned earlier,
each of the statements claims the �majority� value of an attribute
for images in the dataset (e.g., �With most cars, they are family
size.� suggests the majority value of attribute �car size� is family
size). Thus, given a statements on a particular attribute, thehigher
fraction of workers indicating the statement as not accurately re-
�ecting the real world (denote the fraction asfs), themore balanced
the real-world value distribution on this attribute should be. That
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